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Abstract—In this paper, we consider motion as a means of sending messages between robots. We focus on a scenario in which a message is encoded in a sending robot’s trajectory, and decoded by a receiver robot equipped with a monocular camera. The relative pose between the robots is unknown. We introduce an online Bayesian estimation algorithm based on the Multi-hypothesis Extended Kalman Filter for the receiving robot to simultaneously estimate its relative pose to the sender, and the trajectory class of the sender. The difficulty in this problem arises from the monocular vision model of the receiver and the unknown relative pose between robots, which brings inherent ambiguity into the trajectory identification, and hence the message decoding. An active vision-based control policy is derived and combined with the Bayesian estimation in order to deal with this difficulty. The policy is constructed online based on Monte Carlo Tree Search and aims at reducing the entropy over the trajectory class distribution. The algorithm has broad applications, e.g., to intent modeling and motion prediction for autonomous driving and autonomous drone operations. Simulation results demonstrate that the proposed estimation algorithm and the control policy result in an accurate trajectory classification.

I. INTRODUCTION

Robots that interact with one another are often assumed to communicate over a wireless network. However, in many instances a wireless network is not available, or cannot be relied upon. In this paper we consider motion-based communication, in which a sender robot encodes a message in its trajectory, which is decoded by a receiver robot. The receiving robot has only a monocular camera with which to observe the motion, and the relative pose between the two robots is unknown. This can make the identification of the trajectory difficult or impossible without an active perception strategy. We present a Bayesian estimation algorithm by which the receiving robot classifies the trajectory from the sending robot, and simultaneously estimates the relative pose between the two robots. We also propose an active perception algorithm based on Monte Carlo Tree Search with Double Progressive Widening. The search is performed in the belief space and drives the receiving robot to move so that it can disambiguate between similar trajectory classes. We use entropy as the measure of uncertainty in the trajectory class distribution. We present experimental results as well as experimental results evaluated in a realistic simulation environment.
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Our estimation and control algorithm may be used for robots to literally exchange messages through their trajectories, or more generally, as an abstraction for motion classification and prediction. The sender (whether intentionally or not) sends a “message” with its trajectory, which the receiving robot must “decode.” For example, an autonomous car must categorize an observed vehicle as aggressive or defensive based on its observed trajectory. Thus our algorithm has applications to autonomous driving, where vehicles have to predict the motion of other vehicles, pedestrians, and bikers by observing their motion, and to autonomous drones, which have to avoid collisions with other drones and pedestrians in their airspace by observing and predicting their trajectories. The algorithm may also model motion-based communication in animals, for example the “waggle dance” of honey bees.

Previous work [1], [2] has employed control theoretic approaches for the sending robot to design a set of distinguishable and energy-optimal trajectories. In contrast, here we consider algorithms for the receiver to decode the message. This problem is particularly complicated by the monocular camera of the receiver (which gives only a 2D projection of the sender’s trajectory) and the unknown relative pose between the two robots. In this scenario, two different trajectories can look identical from the point of view of the receiver, e.g., an “L” trajectory looks like a “V” trajectory from an oblique angle (see Fig. 1). Although recent work [1], [2], [3], [4], [5] has explored the emerging field of motion-based communication, an effective way to resolve the ambiguity inherent due to the monocular vision and unknown pose has not yet been addressed to the authors’ knowledge.

More specifically, the main contributions of this study are two fold. First, we formulate an online estimation framework in which both the sender’s message and the receiver’s relative pose are sequentially estimated. Based on
the Markov assumption, we provide a recursive Bayesian estimation algorithm to handle the multimodal distribution over the joint state of the receiver and the sender. A Gaussian approximation and a model linearization yield a Gaussian mixture representation of the robots’ joint state, naturally leading to the Multi-hypothesis Extended Kalman Filter algorithm. Second, we actively control the receiver to move around the sender in order to disambiguate between similar trajectory hypotheses. An information theoretic approach is taken in which we control the receiver to maximally decrease the entropy of the trajectory class distribution. Furthermore, we plan over multiple future poses of the receiver by formulating the optimal control problem as a belief-state Markov decision process and employing the Monte Carlo Tree Search algorithm with Double Progressive Widening. The performance of this control policy is compared to that of a greedy Monte Carlo algorithm and random walk in simulations.

Our algorithms draw inspiration from several existing works in the areas of state estimation, computer vision and planning under uncertainty. For example, general nonlinear filtering with a Gaussian mixture model is introduced by Alspach and Sorenson in [6]. Jochmann et al. discuss its applicability to robot localization [7]. Chen and Liu [8] introduce mixture Kalman filters to handle conditional dynamic linear models. Simultaneous active vision classification and camera pose estimation is proposed by Sipe and Casasent in [9]. Although their estimation scheme has some similarities with ours, it does not deal with motion-based communication, and it does not use an entropy-based control objective. Denzler et al. [10] and Zobel et al. [11] present an entropy-based camera control framework, and derive a closed-form control objective for Gaussian distributions. Seekircher et al. [12] employ Monte Carlo exploration to implement an entropy-based active vision control. These works also do not address communication through motion, but active vision. In terms of the planning algorithms, Monte Carlo Tree Search is an online method for finding optimal decisions [13] and is widely used in various decision processes that involve uncertainty, ranging from game-playing [14] to robotics [15]. The algorithm is anytime, and can be applied to continuous or large state and action spaces by introducing Double Progressive Widening [16]. There are several existing works that apply Monte Carlo Tree Search to active perception [15]. [17]. Our work has similar goals, but we are particularly interested in applications in motion-based communication.

The rest of the paper is organized as follows. In Sec. II we define the robot models and formalize the problem. In Sec. III we derive the recursive Bayesian update formula and provide the Multi-hypothesis Extended Kalman Filter algorithm. A belief initialization algorithm is discussed in Sec. IV. The active-vision control policy for the receiver is formulated in Sec. V. Simulation results in a ROS-Gazebo environment are presented in Sec. VI and conclusions with future directions are given in Sec. VII.

II. PRELIMINARIES

The sender robot chooses a pre-specified trajectory to encode a message. The sender then executes this trajectory, while the receiver observes the motion and controls its viewing positions. In this work we let the receiver move and estimate the message simultaneously while the sender executes a single trajectory.

This leads to a sequential state estimation and decision making problem represented by the Bayesian network structure in Fig. 2. We formalize this stochastic process in what follows, dropping the time index for convenience when it does not cause confusion.

A. Trajectory generation

A trajectory of the sender is represented by an initial position \( x_0 \in \mathbb{R}^3 \) and a set of \( n \) stochastic transitions \( \{ x_k | x_{k+1} = f_k(x_k, m) + v_k, \ k = 0, \ldots, n-1 \} \), where \( f_k \) is a deterministic, time-indexed state transition function of the sender, \( m \) is a message or a trajectory class and \( v_k \) is zero-mean Gaussian white noise. The initial position \( x_0 \) is also assumed to be Gaussian distributed. Given a trajectory class \( m \in \{1, \ldots, M\} \), the knowledge of the corresponding noiseless trajectory can be completely described by a set of \( n+1 \) waypoints \( \{ \tilde{x}_0, \tilde{x}_1^m, \ldots, \tilde{x}_n^m \} \). This is expressed in a frame of reference named the trajectory frame and is fixed in inertial space. We assume that the receiver has already acquired the set of ideal trajectories as a "trajectory codebook." This can be done through modeling or learning the deterministic transition function \( f_k \) of the sending agent, and is an interesting topic for future research. We also assume that the receiver can identify the time when the sender initiates the trajectory execution.

B. State transition model

Let \( s_k = (r_k^T, x_k^T)^T \in \mathbb{R}^9 \) be the joint robot state of the receiver and the sender at timestep \( k \). Conditional on a trajectory class \( m \), the state transition for the sender is as described in the previous section. The receiver's pose \( r \) specifies its relative position and attitude in the trajectory frame

\[
 r = (\omega^T, t^T)^T \in \mathbb{R}^6, \tag{1}
\]
where \( \omega = (\omega_x, \omega_y, \omega_z)^T \in \mathbb{R}^3 \) gives the angle-axis representation of \( SO(3) \). The direction of \( \omega \) specifies the axis around which the receiver’s body frame is rotated with respect to the trajectory frame, and the \( \ell_2 \) norm \( \|\omega\| \) gives the magnitude of the rotation angle. Similarly, \( t = (t_x, t_y, t_z)^T \in \mathbb{R}^3 \) represents the translation of the receiver’s body in the trajectory frame. The pose \( r \) is not known to the receiver or the sender.

The new position \( t_{k+1} \) is given by the current position \( t_k \), attitude \( \omega_k \) and the translational control input \( u_{trans} \in \mathbb{R}^3 \),

\[
t_{k+1} = t_k + \exp([\omega_k]_x)u_{trans},
\]

where \([\omega]_x : \mathbb{R}^3 \rightarrow so(3)\) is the skew-symmetric matrix operator

\[
[\omega]_x = \begin{pmatrix}
0 & -\omega_z & \omega_y \\
\omega_z & 0 & -\omega_x \\
-\omega_y & \omega_x & 0
\end{pmatrix}.
\]

The matrix exponential in (2) can be evaluated using the Rodrigues formula,

\[
\exp([\omega]_x) = I_{3 \times 3} + \sin \theta \begin{pmatrix}
0 & -\omega_z & \omega_y \\
\omega_z & 0 & -\omega_x \\
-\omega_y & \omega_x & 0
\end{pmatrix} + \frac{(1 - \cos \theta)}{\theta^2} [\omega]_x^2,
\]

where \( \theta = ||\omega|| \).

The new attitude \( \omega_{k+1} \) is related to the current attitude \( \omega_k \) and the rotational control input \( u_{rot} \in \mathbb{R}^3 \) as follows,

\[
\exp([\omega_{k+1}]_x) = \exp([\omega_k]_x) \exp([u_{rot}]_x).
\]

The concatenated control input \( u_k = (u_{rot}^T, u_{trans}^T)^T \in \mathbb{R}^6 \) is represented in the body coordinates of the receiver.

Finally, the state transition for the receiver is also corrupted by zero-mean Gaussian white noise. Along with the state transition noise for the sender, we denote \( Q \in \mathbb{R}^{9 \times 9} \) as the covariance matrix for the joint state transition.

Note that the receiver will apply an input \( u_k \) only after the sender has moved from \( x_{k-1} \) to \( x_k \), and the state transition to \( r_{k+1} \) is assumed to be finished by the time the sender reaches the next position \( x_{k+1} \).

C. Observation model

The monocular vision of the receiver can be approximated by a simple pinhole camera model. We will provide a brief review of the model that relates a sender’s position to an observation. Interested readers are referred to [18], [19] for further details.

1) Pinhole camera projection: Let \( z \in \mathbb{R}^2 \) represent the observation expressed in the pixel coordinates on the image plane and \( x \in \mathbb{R}^3 \) be the Cartesian coordinates representing the sender’s position. The relationship between a 3D point \( x \) and the corresponding 2D point \( z \) is given by the following formula

\[
\lambda \begin{pmatrix} z \\ 1 \end{pmatrix} = P \begin{pmatrix} x \\ 1 \end{pmatrix},
\]

where \( \lambda \) is a scale factor and \( P \in \mathbb{R}^{3 \times 4} \) is the projection matrix. \( P \) can be further decomposed into a product of the camera calibration matrix \( K \in \mathbb{R}^{3 \times 3} \) and the external parameters matrix \( T \in \mathbb{R}^{3 \times 4} \). The camera calibration matrix contains intrinsic parameters of the camera and we assume that it is known to the receiver.

2) External parameters matrix: The external parameters matrix defines the rotation and the translation of the camera frame with respect to the trajectory frame,

\[
T = (R_{traj}^c t_{traj}^c),
\]

where \( t_{traj}^c \) is the translational vector and \( R_{traj}^c \) is the 3D rotation matrix represented in the camera coordinates. These parameters can be expressed in terms of the receiver’s state \( r = (\omega^T, t^T)^T \) as follows,

\[
R_{traj}^c = R_c^T [\exp([\omega]_x)]^T,
\]

\[
t_{traj}^c = -R_c^T [\exp([\omega]_x)]^T t - R_c^T t_c^b,
\]

where \( R_c^b \) and \( t_c^b \) define the relative pose between the body and the camera coordinates and are determined by the physical position and attitude of the camera on the receiver robot.

The pinhole camera projection (6) along with the external parameters matrix (7) comprise the nonlinear observation function \( h(s) \). The actual observation is also subject to zero-mean Gaussian white noise with covariance \( R \in \mathbb{R}^{2 \times 2} \), hence the distribution is given by

\[
p(z \mid s) = \mathcal{N}(z; h(s), R).
\]

D. Repeated trajectory execution

The stochastic process depicted in Fig. 2 represents a single execution of a trajectory. In fact, the process is repeated multiple times, with \( r_{n+1} \) in the current iteration being \( r_1 \) in the next iteration. Similarly, the sender transitions from \( x_n \) to \( x_1 \) through \( x_0 \). Note that the posterior at the end of the current iteration becomes the prior for the next iteration.

III. BAYESIAN FILTERING

As illustrated in Fig. 2, the trajectory class \( m \) and the receiver’s state \( r \) are correlated via the observation \( z \) and the sender’s position \( x \). We therefore need to simultaneously estimate \( m \) and \( s = (x^T, z^T)^T \) even though eventually we are more interested in \( m \) than \( s \) in this problem. Formally, this is equivalent to describing the joint distribution of \( s \) and \( m \) in the Bayesian framework, which is discussed in this section.

A. Recursive Bayesian Estimation Formula

We are now set to derive the recursive Bayesian estimation formula to determine the posterior distribution over the joint robot state \( s \) and the trajectory class \( m \).

Theorem 1 (Recursive Bayesian Update): The posterior of the joint distribution \( p(s_{k+1}, m \mid z_{1:k+1}, u_{1:k}) \) can be obtained recursively as a function of the class-dependent state transition model \( p(s_{k+1} \mid s_k, u_{k}) \) and the observation model \( p(z_{k+1} \mid s_{k+1}) \), given the Bayesian network structure depicted in Fig. 2 and the prior belief \( p(s_k, m \mid z_{1:k}, u_{1:k-1}) \).

Proof: From the definition of conditional probability, the posterior can be factored into a product of a continuous probability density function \( p \) of the joint state \( s \) and a
discrete probability mass function $P$ of the trajectory class $m$

$$p(s_{k+1}, m \mid z_{1:k+1}, u_{1:k}) = p(s_{k+1} \mid z_{1:k+1}, u_{1:k}, m) \times P(m \mid z_{1:k+1}, u_{1:k}) .$$  \hspace{1cm} (11)$$

The first term can be decomposed using the Bayes’ rule

$$p(s_{k+1} \mid z_{1:k+1}, u_{1:k}, m) \propto p(z_{k+1} \mid s_{k+1}) \times p(s_{k+1} \mid z_{1:k+1}, u_{1:k}, m) .$$  \hspace{1cm} (12)$$

The first term $p(z_{k+1} \mid s_{k+1})$ in (12) is the observation model. The second term in (12) can be expressed as a marginalization integral with the class-dependent state transition model $p(s_{k+1} \mid s_k, u_{k}, m) = p(r_{k+1} \mid r_k, u_k)p(x_{k+1} \mid x_k, m)$

$$p(s_{k+1} \mid z_{1:k+1}, u_{1:k}, m) = \int p(s_{k+1} \mid s_k, u_k, m) \times p(s_k \mid z_{1:k}, u_{1:k-1}, m) ds_k .$$  \hspace{1cm} (13)$$

Substituting (13) into (12), we see that the first term of the factored posterior in (11) can be specified by the observation model, the state transition model and $p(s_k \mid z_{1:k}, u_{1:k-1}, m)$, which is part of the prior belief factored in the same manner as in (11).

On the other hand, the second term of the factored posterior in (11) can be also decoupled according to the Bayes’ rule

$$P(m \mid z_{1:k+1}, u_{1:k}) \propto p(z_{k+1} \mid m, z_{1:k}, u_{1:k}) \times P(m \mid z_{1:k}, u_{1:k-1}) .$$  \hspace{1cm} (14)$$

$P(m \mid z_{1:k}, u_{1:k-1})$ is the prior belief on the trajectory class $m$. Now $p(z_{k+1} \mid m, z_{1:k}, u_{1:k})$ can be expressed as a marginal density function of $s_{k+1}$

$$p(z_{k+1} \mid m, z_{1:k}, u_{1:k}) = \int p(z_{k+1} \mid s_{k+1}) \times p(s_{k+1} \mid z_{1:k}, u_{1:k}, m) ds_{k+1} .$$  \hspace{1cm} (15)$$

The first term in the integral above is the observation model. The second term is equivalent to (13).

Remark 1: This result suggests that we can separately update our belief of $s$ conditional on $m$ and the belief of $m$ itself given the state transition model and the observation model. The factorization presented in the proof will allow us to derive closed-form parameter update equations, with certain assumptions imposed on the model as explained in the following section.

B. Multi-hypothesis Extended Kalman Filter

The problem of estimating the joint robot state $s$ and the message $m$ given past observations and control inputs can be viewed as a multi-hypothesis filtering problem. We employ the Multi-hypothesis Extended Kalman Filter algorithm as our filter. The nonlinear state transition and observation functions are linearized around the current estimate and the prior distribution on the joint robot state is assumed to be a mixture of Gaussians. In what follows, we derive the Kalman update equations based on the recursive Bayesian estimation formulae discussed above.

1) Model linearization: As in the usual EKF update equations, we approximate the nonlinear state transition and observation with their first-order Taylor expansions. First, let $g_k(s_k, u_k, m)$ represent the joint robot state transition function defined by (2), (5) and $f_k(x_k, m)$, which is the state transition function for the sender. The linearization of $g_k$ around $E[s_k \mid z_{1:k}, u_{1:k-1}, m]$ yields

$$g_k(r_k, u_k, m) \approx g_k(\mu_k^{(m)}, u_k, m) + F_k^{(m)}(s_k - \mu_k^{(m)})$$  \hspace{1cm} (16)$$

with Jacobian $F_k^{(m)} \triangleq \frac{\partial}{\partial s_k} g_k(s_k, u_k, m)|_{\mu_k^{(m)}} \in \mathbb{R}^{9 \times 9}$. In a similar manner, the observation function is linearized around $E[z_{k+1} \mid z_{1:k}, u_{1:k}, m] \triangleq \bar{\mu}_k^{(m)}$. Assuming that the trajectory class is $m$, the linearized observation function is given by

$$h(s_{k+1}) \approx h(\mu_k^{(m)}) + G_k^{(m)}(s_{k+1} - \bar{\mu}_k^{(m)})$$  \hspace{1cm} (17)$$

where $G_k^{(m)} \triangleq \frac{\partial}{\partial s_k} h(s_k)|_{\bar{\mu}_k^{(m)}}$ is the Jacobian matrix.

2) Parameter update equations: In order to derive the Kalman update equations, we assume that the prior belief of $s$ conditioned on $m$ is a Gaussian distribution

$$p(s_k \mid z_{1:k}, u_{1:k-1}, m) \triangleq \mathcal{N}(s_k; \mu_k^{(m)}, \Sigma_k^{(m)}) .$$  \hspace{1cm} (18)$$

We also denote by $\phi_k^{(m)}$ the probability of the trajectory class being $m$ given $z_{1:k}$ and $u_{1:k-1}$

$$P(m \mid z_{1:k}, u_{1:k-1}) \triangleq \phi_k^{(m)} .$$  \hspace{1cm} (19)$$
As a result, the marginal distribution over $s$ takes the form of a mixture of Gaussians
\[ p(s_k | z_{1:k}, u_{1:k-1}) = \sum_{m=1}^{M} \phi_k^{(m)} \mathcal{N}(s_k; \mu_k^{(m)}, \Sigma_k^{(m)}). \] (20)

Given the prior distribution (20), the Bayesian filtering (11)–(15) is equivalent to the parameter update equations given in Algorithm 1. This is consistent with similar Gaussian Mixture Filtering algorithms presented in [6] and [7]. Note that the categorical distribution parameters $\phi_k^{(m)}$ must be normalized so that $\sum_{m=1}^{M} \phi_k^{(m)} = 1$ is satisfied.

IV. BELIEF INITIALIZATION

A. Levenberg-Marquardt algorithm

Convergence performance of the Extended Kalman Filter algorithm is sensitive to the accuracy of the prior belief. Especially the initial estimate of the receiver’s pose is of particular importance; we observed in simulation that a randomized initial value for the pose estimate leads to poor convergence performance of the filter. This stems from the nonlinearity in the state transition model (2), (5). Thus we resort to the Levenberg-Marquardt algorithm [18], a well-known nonlinear least squares method in the computer vision and optimization literature. At the very beginning of the communication process, we let the sender perform a complete trajectory once while the receiver remains stationary at the initial pose and has the receiver collect a set of observations. Based on these observations and the noiseless trajectory waypoints $\{ \hat{x}_0, \hat{x}_1^{(m)}, \ldots, \hat{x}_n^{(m)} \}$ for trajectory class $m$ in the codebook, the algorithm seeks for a minimizer of the following least squares
\[ \arg \min_{\rho^{(m)}} \sum_{k=0}^{n} \| z_k - h \left( (\rho^{(m)} T, \hat{x}_k^{(m)} T) \right) \|_2^2. \] (21)

Each run of the Levenberg-Marquardt algorithm itself requires an initial estimate $\rho_0^{(m)}$ and the algorithm runs until a local minimum is found or a desired number of iterations is finished. For a better performance, it is preferred that the initial value $\rho_0^{(m)}$ be a reasonable estimate. We employ the Direct Linear Transformation algorithm to compute this initial estimate from the same set of initial observations and the waypoint data from the codebook. The Direct Linear Transformation algorithm directly estimates the projection matrix $P$ by solving a linear system of equations, from which we can extract the pose information $\rho^{(m)}_0$ using (7), (8) and (9). The details are omitted for brevity and readers are referred to [18], [10] for further information.

B. Prior estimate

After evaluating $\{ \rho^{(m)} | m = 1, \ldots, M \}$, the prior is specified by the mean $\mu_k^{(m)} = (\rho^{(m)} T, \hat{x}_0^{(m)}) T$, covariance matrix $\Sigma_k^{(m)}$, and the initial trajectory class probability $\phi_0^{(m)} = P(m)$ for each $m \in \{ 1, \ldots, M \}$. We could feedback the information of how well the nonlinear least squares performed to initialize $\phi_0^{(m)}$. Under the assumption that noise is independent and Gaussian distributed, $\phi_0^{(m)}$ can be evaluated by taking the likelihood of the set of observations using the Bayes’ rule;
\[ \phi_0^{(m)} \propto \exp \left( -\frac{1}{2\sigma^2} \sum_{k=0}^{n} \| z_k - h \left( (\rho^{(m)} T, \hat{x}_k^{(m)} T) \right) \|_2^2 \right), \] (22)
in which the residual of the least squares appears and $\sigma$ is a parameter. In the experiment we used $\sigma = 1e2$.

V. ENTROPY-BASED ACTIVE VISION CONTROL

Given the current estimate of $s$ and $m$, our goal is to control the position and the attitude of the receiver in order to correctly classify the trajectory and decode the message. One information theoretic approach is to select $u_k$ from the prespecified control space $\mathcal{U}$ so that the entropy over the trajectory class distribution is maximally decreased. To this end, we formulate the optimal control problem as a belief-state Markov decision process and adapt the Monte Carlo Tree Search algorithm, an approximate dynamic programming method that computes near-optimal solutions in a given amount of time. More specifically, we employ its most well-known variant called Upper Confidence Trees [20] with an extension known as Double Progressive Widening [16].

A. Belief-state Markov decision process for motion-based communication

Markov decision processes provide a general framework for an autonomous agent to act optimally in a fully observable environment in order to maximize its expected cumulative reward, or the value function. In a belief-state Markov decision process, the state space is the entire belief space. A belief is defined by the following tuple in our problem,
\[ b = \left( (\phi^{(1)}, \mu^{(1)}, \Sigma^{(1)}), \ldots, (\phi^{(M)}, \mu^{(M)}, \Sigma^{(M)}) \right). \] (23)
With this extension the same framework can be applied to problems with partial observability, which is the case in this motion-based communication scenario.

We also need to define the state transition model for the belief state $b$ and the reward model related to the state transition.

1) Belief state transition model: Recall from Algorithm 1 that the belief state transition is completely described by the Multi-hypothesis Extended Kalman Filter equations once it is given the control input $u_k$ and the observation $z_{k+1}$. There is stochasticity involved in this transition due to the observation. However, we can still specify the distribution from which a new observation is drawn based on the current belief $b$ that has $\{ z_{1:k}, u_{1:k} \}$ as evidence variables. Namely,
\[ p(z_{k+1} | z_{1:k}, u_{1:k}) = \sum_{m=1}^{M} p(z_{k+1} | m, z_{1:k}, u_{1:k}) \times P(m | z_{1:k}, u_{1:k}), \] (24)
Algorithm 2: Sample a new belief state and a reward.

**INPUT:** current belief $b$, control input $u$.

**OUTPUT:** new belief $b'$, reward $r$.

1. Compute $\tilde{\mu}^{(m)}$ and $H^{(m)}$ for each $m$ from $b$.
2. Sample $z \sim \sum_{m=1}^{M} \phi^{(m)} N \left( z; h(\tilde{\mu}^{(m)}), H^{(m)} \right)$.
3. Obtain $b'$ from $u$ and $z$ with Algorithm 1.
4. Compute $r = \text{Reward}(b, b')$ (27).

where $p(z_{k+1} \mid m, z_{1:k}, u_{1:k}) = N \left( z_{k+1}; h(\tilde{\mu}^{(m)}_{k+1}), H^{(m)}_{k+1} \right)$ and $P(m \mid z_{1:k}, u_{1:k}) = \phi^{(m)}_{k}$. Therefore, we can simulate stochastic belief state transitions by drawing an observation sample from the following Gaussian mixture distribution.

$$z_{k+1} \sim \sum_{m=1}^{M} \phi^{(m)}_{k} N \left( z_{k+1}; h(\tilde{\mu}^{(m)}_{k+1}), H^{(m)}_{k+1} \right) \quad (25)$$

2) Reward model: The reward needs to be designed so that the autonomous agent exhibits desired behavior. In the motion-based communication problem, we would like to reduce the uncertainty in the trajectory class distribution. Entropy provides a measure of uncertainty in the current belief, which is defined as follows.

$$H[M] = -\sum_{m=1}^{M} P(m) \log P(m), \quad (26)$$

where $M$ is the random variable representing the trajectory class.

The reward function $\text{Reward}(b, b')$ is determined by the change in entropy between the current belief $b$ and a new belief $b'$.

$$\text{Reward}(b, b') = l \left( H[M \mid b] \right) - l \left( H[M \mid b'] \right), \quad (27)$$

where $l : \mathbb{R}_+ \rightarrow \mathbb{R}$ is a strictly monotonically decreasing function. Note that the reward is positive when the new belief $b'$ results in a smaller entropy than $b$ since the receiver aims at maximizing the reward.

In simulation experiments we chose $l(\cdot) = \log(\cdot)$. This is to prevent the reward from effectively getting discounted as the entropy is reduced because the entropy of a categorical distribution (26) is always lower-bounded by zero.

The resulting sampling algorithm is summarized in Algorithm 2.

B. Upper Confidence Trees

The Upper Confidence Trees algorithm approximates the state-action value function using Monte Carlo simulations with a generative model that gives reward and state transition samples. It is an online method that only considers a certain depth from the current state. The depth and the number of iterations are limited by the amount of computational resources available before selecting the next action. Starting from the current state as the root node, in each iteration the algorithm gradually grows a search tree. A node in the tree represents a reachable state and an edge corresponds to an action. In our problem, a state is a belief state $b$ and an action is a control input $u$.

VI. Experimental Results

A. Simulation setup

We designed our experiment in Gazebo [21], a multi-robot simulator compatible with ROS [22]. Two Hummingbird [23] quadrotors are used in the simulation, whose dynamics were simulated with RotorS [24]. Fig. 3 illustrates the simulation environment.

1 The supplemental video is available at https://youtu.be/u4HxiA2d2lQ
The trajectory codebook presented in Fig. 4 consists of three different elliptic trajectories. A trajectory is represented by 6 waypoints. The sender takes 7 seconds to transition between successive waypoints, which corresponds to a single timestep. The codebook was deliberately designed to make the classification challenging. Indeed, the prior initialization with the Levenberg-Marquardt algorithm resulted in an ambiguous classification as depicted in Fig. 5.

The trajectory codebook used in the experiment. The sender robot moves clockwise. The trajectories are intentionally ambiguous from different observer angles, to make trajectory classification difficult for the receiver.

The parameters used in the Multi-hypothesis Extended Kalman Filter and the Double Progressive Widening algorithms are summarized in Table I. The horizontal and the vertical FoVs of the camera were 80.1 [deg] and 64.5 [deg], respectively. Initially the two quadrotors were 4.2 [m] apart in the horizontal direction. In controlling the receiver, we only allowed lateral translational motion and yaw rotation as possible control inputs: \( u_{\text{trans}} = (0, u_y, 0)^T \) and \( u_{\text{rot}} = (0, 0, u_{\text{yaw}})^T \) with \( u_y \in \{-1, -0.5, 0, 0.5, 1\} \) and \( u_{\text{yaw}} \in \{-45, -25, -10, 0, 10, 25, 45\} \) [deg]. The resulting size of the control space was \( |\mathcal{U}| = 35 \).

We compared the performance of the proposed control policy with a greedy algorithm and a random policy. The greedy algorithm still employs Monte Carlo simulations to estimate the reward, but it only considers the immediate next action and performs Algorithm 2 ten times per action to select one that has the maximum average reward.

\[ Q_x = \text{diag}(10^{-3}, 10^{-3}, 10^{-3}) \]
\[ Q_t = \text{diag}(10^{-2}, 10^{-2}, 10^{-3}) \]
\[ Q_r = \text{diag}(10^{-1}, 10^{-1}, 10^{-3}) \]
\[ R = \text{diag}(10.0, 10.0) \]

\[ \alpha = 0.1 \]

\[ \alpha_u = 0.3 \]

\[ k_{\text{ucb}} = 10.0 \]

\[ C = 3.0 \]

\[ P_{\text{true}}(m) = 1 - P(m_{\text{true}}) \]

We observed that the MCTS and the greedy policies both actively controlled the yaw rotation as well as the horizontal position, trying to keep the sender inside the FoV of the camera. As can be seen in Fig. 6, the MCTS control policy resulted in the lowest classification error, which is defined as \( 1 - P(m_{\text{true}}) \). Even though all the policies achieved similar errors after step 22, there are still notable differences in the entropy, indicating that with the proposed approach the receiver is most confident in its classification.

However this performance improvement was obtained at the expense of computational time. On average Monte Carlo Tree Search with Double Progressive Widening took 4.0 seconds to compute the next action, with the maximum tree depth of 3 and 400 iterations. The greedy algorithm only took 1.6 seconds to perform 350 iterations. Obviously the random policy ran much faster than the other two, taking 0.0024 seconds. The computation was performed on a laptop with Intel Core i7-6700HQ CPU and 16GB RAM. Considering this runtime and the classification performance discussed above, there is a trade-off between the proposed approach and the greedy policy since the performance of the greedy policy is not significantly worse than the proposed method.

The MCTS active sensing strategy also outperformed the other two policies in the pose estimate, even though the filtering algorithm was not able to correct the pose error within 30 steps regardless of the control policy. In Fig. 7 the attitude error is represented by the magnitude of the rotation angle between the true attitude and the mean estimate. The position error is given by the distance between the true position and the mean estimate, which is divided by the initial distance of the two robots to give a normalized unitless distance error. Interestingly, the results suggest that the classification can become correct when the pose estimate is still erroneous.

\[ \text{TABLE I} \]

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( Q_t )</td>
<td>diag(10^{-2}, 10^{-2}, 10^{-3})</td>
<td>( k_{\text{ucb}} )</td>
<td>10.0</td>
</tr>
<tr>
<td>( Q_r )</td>
<td>diag(10^{-1}, 10^{-1}, 10^{-3})</td>
<td>( C )</td>
<td>3.0</td>
</tr>
<tr>
<td>( Q_x )</td>
<td>diag(10^{-3}, 10^{-3}, 10^{-3})</td>
<td>( \alpha )</td>
<td>0.1</td>
</tr>
<tr>
<td>( R )</td>
<td>diag(10.0, 10.0)</td>
<td>( \alpha_u )</td>
<td>0.3</td>
</tr>
</tbody>
</table>

\[ P_{\text{true}}(m) = 1 - P(m_{\text{true}}) \]
The MCTS active sensing strategy performs the best for pose estimation, even though it is not explicitly trying to optimize the relative pose estimate. The receiver’s controller optimizes for trajectory class, not pose error. Eventually, the relative pose estimation converges even though it is not explicitly trying to optimize the relative pose estimate.

In order to confirm that the filter essentially improves the pose estimate over time, we ran an additional episode for 100 steps with the proposed control policy. The result is presented in Fig. 8. Both the attitude error and the position error converged after 100 steps.

![Fig. 7. Attitude error (left) and position error (right) averaged over 30 cases.](image)

![Fig. 8. Attitude error (top) and position error (bottom) for a single long episode with class 1 trajectories. The MCTS active sensing strategy was used to move the receiver. Eventually, the relative pose estimation converges even though the receiver’s controller optimizes for trajectory class, not pose error.](image)

VII. CONCLUSION

We have presented an online trajectory classification algorithm for motion-based communication between two robots. Communication difficulties arising from the monocular vision and unknown pose are addressed, and a Bayesian approach is derived, taking a structure similar to the Gaussian mixture filtering. We also proposed an entropy-based active control policy to reduce classification uncertainty over time by formulating a belief-state Markov decision process. Through simulation studies we demonstrated that the proposed method significantly improves classification accuracy. In future work we will consider improving our active perception method to account for certain constraints such as collision avoidance. We also intend to generalize this active classification framework and apply to other applications such as autonomous driving.
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