Abstract—This paper considers the problem of learning dynamic spatiotemporal fields using measurements from a single sensing robot. We first introduce a widely used parametric dynamical model for the spatiotemporal field. We then propose a motion strategy that can be used by a single sensing robot to collect sensor measurements about the field. Our motion strategy is designed to collect sufficient information at repeated locations but different times along an arbitrarily chosen periodic trajectory. In conjunction with the measurements collected, we propose a new learning algorithm based on subspace identification to learn the parameters of the dynamical model. We prove that the parameters learned by our algorithm will converge to the true parameters as long as the periodic trajectory is uniformly observable and the number of measurements collected by the robot goes to infinity. The performance of our algorithm is demonstrated in numerical simulations.

I. INTRODUCTION

In this paper we investigate the problem of learning how a stable dynamic spatiotemporal field changes over time. For example, consider using a single sensing robot to monitor the temperature in an area of the ocean, the concentration of a particular chemical over a lake, or the radioactivity in a region around a nuclear accident. In order to monitor such fields properly [1, 2], it is important that we know how the field varies both spatially and temporally. We first introduce a dynamical model for these kinds of spatiotemporal fields, similar to the model proposed in our previous work [3, 4]. However, in our previous work we assumed the dynamics of the field were known, and our task was to estimate the state of the field. In this work, we assume the dynamics themselves, as well as the state, are unknown. Specifically, we propose a motion strategy for a single sensing agent to move around an arbitrarily chosen periodic trajectory to collect sufficient measurements about the field. Then based on the measurements collected using the motion strategy, we propose an associated learning algorithm based on subspace identification to learn how the field changes in time.

Subspace identification is a well-studied subject [5, 6, 7, 8]. It has been successful in identifying linear time invariant (LTI) systems. This type of approach first uses singular value decomposition (SVD) to estimate the model dimensionality and the underlying state sequence, and then it derives parameter estimates using least squares. The main three subspace identification algorithms are canonical variate analysis (CVA) [9], multi-variable output-error state space (MOESP) [10] and numerical algorithms for subspace state space system identification (N4SID) [11]. The similarities on consistent estimation and asymptotic properties between these algorithms were discussed in [12]. A unifying theorem was proposed in [13] to state the relationships between these three algorithms. A good overview about subspace identification is given in [14, 15]. Recently, the authors in [16] proposed a subspace identification based algorithm to obtain a minimal-dimension state-space model in the canonical form, thus connecting the subspace identification method with the prediction error method (PEM) [7], which is used to estimate the classical transfer function parameters.

Our learning algorithm is different from the above algorithms in two respects. First, we design motion strategies that critically influence the data collection process itself, while the data in classical subspace ID is considered to be given. Secondly, data collected by moving agents leads to a linear time-varying system, while subspace identification algorithms typically deal with linear time-invariant (LTI) systems. The motion strategies executed by the mobile robot are along a periodic trajectory. Our use of periodic trajectory is inspired by [17, 18]. In [17], the authors use the classical LTI subspace identification to get the column space of the time-varying observability matrices and transform them into the same state basis to identify the parameters of the system. In [18], the authors introduce a factorization method to form a predictor that predicts the outputs of the system. Using this predictor, LTI subspace identification is applied to estimate the state sequence from which the LPV system matrices can be constructed. Different from the algorithms described above, in this paper we deal with two subproblems: how to collect data and how to use the collected data to learn the dynamics of the spatiotemporal field. Specifically, we use mobile point sensors to collect noisy measurements of the field at the waypoints of a uniformly observable periodic trajectory, then we use singular value decomposition (SVD) to discover the relationship between the hidden states and the measurements by correlating the past and future measurements.

The rest of this paper is organized as follows. The problem is formulated in Section II. Our learning algorithms are described in Section III. Section IV presents the results of numerical simulations, and we discuss conclusions in Section V.
II. PROBLEM FORMULATION

In this section we formulate the problem considered in this paper.

A. Spatiotemporal Field Model

Consider a dynamic scalar field \( \phi(q, t) : Q \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R} \), where \( Q \subset \mathbb{R}^2 \) is the domain of interest in the environment, and \( q \in Q \) is an arbitrary point in the domain. We model the spatiotemporal field as a linear combination of static spatial basis functions \( C(q) : Q \rightarrow \mathbb{R}^{1 \times n} \), where \( C(q) = [c_1(q) \cdots c_n(q)] \), with time-changing weights \( x_t : \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}^n \), where \( x_t = [x_1^T \cdots x_n^T]^T \), so that

\[
\phi(q, t) = C(q)x_t.
\] (1)

This is a common way to represent spatiotemporal fields [19, 20]. Note that \( C(q) \) can be an arbitrary set of spatial basis. In this paper, we choose Gaussian radial basis functions where the \( i \)th element of \( C(q) \) is given by \( c_i(q) = Ke^{-\|q-q_i\|^2/2\sigma_i^2} \), where \( q_i \) is the center position of the basis function. Other choices include Fourier basis and orthogonal polynomial basis. To model the time changing weights \( x_t \), we let the weights be driven by a linear discrete-time stochastic system of the form

\[
x_{t+1} = Ax_t + w_t,
\] (2)

where \( A \) is a \( n \times n \) matrix and \( w_t \in \mathbb{R}^n \) is Gaussian white noise process with distribution \( w_t \sim N(0, Q) \), and \( Q \) is the covariance matrix which is positive definite and symmetric. Let \( x_0 \) the initial state vector at time \( t = 0 \). It is assumed that \( x_0 \) is Gaussian distributed, independent of \( w_t \). We also assume that \( A \) is stable, that is, all its eigenvalues are strictly inside the unit circle of the complex plane. The pair \( (A, Q^{1/2}) \) is assumed controllable, that is, \( \text{rank}(\{Q^{1/2}, AQ^{1/2}, A^2Q^{1/2}, \ldots, A^{n-1}Q^{1/2}\}) = n \). Note that using this model and Gaussian spatial basis functions, the unknown parameters are the scaling coefficient \( K \), basis function centers \( q_i \), deviation parameter \( \sigma_c \), noise covariance matrix \( Q \) and the eigenvalues of \( A \) matrix. Here we will consider the eigenvalues of the \( A \) matrix. The reason is that the eigenvalues capture the underlying dynamics of such a dynamic system. As long as we get the eigenvalues, we can construct different \( A \) matrices and different state sequences to represent the same dynamics, and these \( A \) matrices are similar to each other. For different \( A \) matrices and state sequences, we will get different \( K \), \( q_i \), and \( \sigma_c \) parameters, but the predicted field values will be the same.

B. Mobile Sensor Model

In order to learn the parameters listed above, we need to collect data. We will use a single point sensor to take measurements about the field. Here point means the sensor can only measure the field value at its current position. In order to take measurements at other positions, it has to move to other positions and take measurements there. Assume the sensor’s position is at \( p_t \), the sensor model is given by

\[
y_t = \phi(p_t, t) + v_t = C(p_t)x_t + v_t,
\] (3)

where \( y_t \in \mathbb{R} \) is the noisy measured field value, \( v_t \in \mathbb{R} \) is a Gaussian white noise process, independent of \( x_t \), and with Gaussian distribution \( v_t \sim N(0, R) \).

C. Learning Accuracy Metric

As discussed above, our goal is to use a single mobile sensor to collect measurements about the field and learn the parameters of the model introduced in (1) and (2). In order to measure the performance of a learning algorithm, we need to define a metric. An intuitive metric would be calculating the sum of errors of all the parameters to their true parameters. As discussed in part II-A, the scaling coefficient \( K \), basis function centers \( q_i \) and deviation parameter \( \sigma_c \) depend on the \( A \) matrix, and it is the eigenvalues of the \( A \) matrix that capture the decay rates and natural frequencies of the field dynamics [21]. Therefore, an error metric based on the differences between the learned eigenvalues and the true eigenvalues would be legitimate.

\[
\text{Error} = \sum_{i=1}^{n} |\text{real}(\hat{\lambda}_i) - \text{real}(\lambda_i)| + |\text{imag}(\hat{\lambda}_i) - \text{imag}(\lambda_i)|,
\] (4)

where \( \hat{\lambda}_i \) and \( \lambda_i \) are the learned eigenvalues and the true eigenvalues, respectively, and \( \text{real}(\hat{\lambda}_i) \) and \( \text{imag}(\lambda_i) \) are the real parts and the imaginary parts of eigenvalue \( \lambda_i \), respectively.

III. LEARNING ALGORITHM

In this section we propose an algorithm based on subspace identification [6, 7, 8] to learn the eigenvalues of the \( A \) matrix. We first introduce the motion strategies that the sensor will use to collect measurements.

A. Motion Strategy

The mobile sensor will move along a periodic path \( \sigma = (\alpha_0, \alpha_1, \ldots, \alpha_{T-1}) \) with period \( T \). At each time \( t \), a mobile sensor located at \( p_t = \sigma_k \) can either move forward one step, \( p_{t+1} = \sigma_{k+1} \) (where we define \( \sigma_{T+1} := \sigma_1 \)), or it can stay in place, \( p_{t+1} = \sigma_k \). Here we assume that the distance between two consecutive waypoints is bounded by a maximum distance and we are able to control the sensor to move from one waypoint to another. A motion strategy is a periodic sequence of move and stay actions for a mobile sensor along \( \sigma \). Before we move on, we first give a definition that will be used to explain what trajectory to use for the mobile sensor to collect data. This definition is widely used for linear time-varying systems [22].

Definition 1 (Uniformly Observable): The tuple \( (A, C(\cdot), \sigma) \) is uniformly observable if \( \exists \delta \in \mathbb{Z}^+ \) and positive constants \( \beta_1 \) and \( \beta_2 \) such that

\[
0 \prec \beta_1 I - (O^t\delta^t)^T O^{t+1} \preceq \beta_2 I, \forall t,
\]

where

\[
O_t^\delta = \begin{bmatrix} C(\sigma_1); C(\sigma_{t+1})A; \ldots; C(\sigma_{t+\delta})A^\delta \end{bmatrix},
\]

and we call the path \( \sigma \) a uniformly observable path.

Here square bracket notation with semicolon as the delimiter \([a; b]\) indicates that the first row is row vector \( a \) and the second row is row vector \( b \).
In order to use data from the mobile sensor to learn the eigenvalues of $A$, the data must contain sufficient information about $x_t$. Requiring that $(A, C(·), σ)$ be uniformly observable guarantees that there is sufficient information content in the data along the sensor’s path. The requirement to use a uniformly observable path to collect data also means that the classical subspace identification algorithms do not apply in our case. Classical subspace identification requires $C$ to be a constant matrix, however in our case it changes in time according to $C(σ_k)$. This time varying nature is inherent in our problem, since our sensors must move in order to collect spatially distributed information about the field, but moving itself makes the $C(σ_k)$ matrix change in time.

Next we will explain how we control the mobile sensor to move along the periodic path and take measurements of the field at the waypoints of the trajectory. To simplify notation, we let $C_k = C(σ_k)$. Let the mobile sensor start at waypoint $σ_0$ at time 0 and stay at point $σ_0$ for $r$ steps, where $r ≥ 2$. Denote the corresponding sensor outputs by $(y_0, y_1, · · · , y_{r−1})$. Then let the mobile sensor move to the next waypoint $σ_1$ and stay there for $r$ steps with outputs $(y_r, y_{r+1}, · · · , y_{2r−1})$. The mobile sensor will repeat this move and stay for $r$ steps process along the periodic trajectory. Note that $r = 1$ (the mobile sensor moves at every time step) is prohibited. Moving in this way, the mobile sensor will come back to its original waypoint every $Tr$ steps. That is, the trajectory’s period is $Tr$. Hence, $C_k = C_{k+Tr}$. An example trajectory is given in Figure 1.

Next we write the measurements collected by the mobile sensor in a block matrix form. First, define a stacked output column vector as

$$Y_{t,r}|t+d−1 := [y_t; y_{t+1}; · · · ; y_{t+r−1}; y_{t+r}; · · · ; y_{t+2r−1}; · · · ; y_{t+(K_d−1)r}; · · · ; y_{t+K_dr−1}]$$

(5)

where $d = K_d · r$, $K_d ∈ Z^+$. Both $d$ and $K_d$ are user-defined parameters. An example stacked output column vector when $r = 2$ and $K_d = 3$ is given as follows.

$$Y_{0,2/5} := [y_0; y_1; y_2; y_3; y_4; y_5]$$

Next we define an output block matrix, which is usually called the output block Hankel matrix.

$$Y_{t,r}|t+d−1 := [Y_{t,r}|t+d−1 Y_{t+Tr,r}|t+(Tr+d−1) · · · Y_{t+(N−1)Tr,r}|t+(N−1)(Tr+d−1)]$$

(6)

where $N$ is the number of columns in $Y_{t,r}|t+d−1$ and $N ≫ n$, $Y_{t,r}|t+d−1 ∈ R^{d × N}$. Note that for two adjacent elements in any one row of $Y_{t,r}|t+d−1$, they correspond to the field measurements taken at the same waypoint, and the elapsed time between these two measurements is $Tr$ steps. Next we define a stacked coefficient matrix as follows.

$$X_{t,r} := [x_t; x_{t+Tr}; · · · ; x_{t+(N−1)Tr}], \quad X_{t,r} ∈ R^{n × N} \quad (7)$$

We also define a matrix consisting of $(A, C(·))$ in (8). This is usually called the extended observability matrix.

$$O_{t,r}|d := [C_t; · · · ; C_{t+r−1}A^{−1}; · · · ; C_{t+Tr−1}A^{−1}]$$

(8)

where $O_{t,r}|d ∈ R^{d × n}$. Note that here $C_1 = C_{t+1} = · · · = C_{t+r−1} = C_k$ if the sensor stays at waypoint $σ_k$ at time $t$. After defining these block matrices, and according to (2) and (3), we can write the relationship between $Y_{t,r}|t+d−1$, $X_{t,r}$ and $O_{t,r}|d$ as

$$Y_{t,r}|t+d−1 = O_{t,r}|dX_{t,r} + Noise, \quad (9)$$

where the matrix Noise term comes from the process noise $w_t$ and measurement noise $v_t$. Note that $O_{t,r}|d$ contains information about the $A$ matrix. By equation (9), we can separate $O_{t,r}|d$ from the sensor outputs if $rank(Y_{t,r}) = n$. That is, there should be at least $n$ independent columns in $Y_{t,r}|t+d−1$ and in this case $O_{t,r}|d$ will have the same column space as $Y_{t,r}|t+d−1$. Then we can perform a singular value decomposition (SVD) for $Y_{t,r}|t+d−1$ to get the column space of $O_{t,r}|d$.

### B. Learning Algorithm

By equation (9), we can get the column space of $O_{t,r}|d$ from the sensor outputs. We can also get the row space of $X_{t,r}$ from the sensor outputs if $rank(O_{t,r}|d) = n$. It can be proved that as long as the data are collected along a uniformly observable periodic trajectory, the rank of $O_{t,r}|d$ will be equal to $n$. Next we prove a lemma which indicates that we can reconstruct the coefficients $x_t$ from the sensor output data. This lemma will be important for us to prove the main theorem of this paper which states how to use the collected data to learn the eigenvalues of $A$. Also, the reconstructed $x_t$ will be helpful when we learn the parameters of the spatial basis functions $C(q)$. Here we want to point out that the reconstructed $x_t$ from the sensor outputs by Lemma 1 is the same as the estimated state given by Kalman filter [23]. Hence Lemma 1 can be seen as a different form of the Kalman filter. First we define some notation required to state the lemma. The operator $E[·]$ is the expected value operator.

**Definition 2**: $\hat{x}_t := E[x_t]$, $\Sigma_∞ := \lim_{t→∞} E[x_t x_t^T]$, $Σ_t := E[(x_t − \hat{x}_t)(x_t − \hat{x}_t)^T], \quad G_t := E[x_{t+1} y_t^T], \quad Λ_t^i := E[y_{t+i} y_t^T], \quad Λ_0^i := E[y_t y_t^T], \quad Λ_{−i}^t := E[y_{t−i} y_t^T]$, where $i ∈ Z^+$. 
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If \( A \) is stable, then it is easy to verify that:
\[
\Sigma^\infty = A\Sigma^\infty A^T + Q, \quad G_t = A\Sigma^\infty C_t^T + S,
\]
\[
\begin{align*}
\Lambda_i^t &= C_{t+i} A^{i-1} G_t \\
\bar{A}_0^t &= C_0 \Sigma^\infty C_t^T + R \\
\hat{A}^T_i &= G_{t-1} (A^{-1})^T C_t^T
\end{align*}
\]  
(10)

**Definition 3:** \( \Delta_i^t := (A^{t-1} G_t A^{t-2} G_{t+1} \ldots A G_{t+1-i} G_t A G_{t+1} \ldots G_{t+i-1} G_t)^T \), \( A G_{t+1-i} \ldots G_{t+i-1} G_t \), and \( P_t \) can be written as
\[
\Delta_i^t = (L_i^t)^{-1} \left( y_0; y_1; \ldots; y_{t-1} \right)
\]
(11)

**Lemma 1:** Define \( P_t := \Sigma^\infty - \bar{A}_0^t \), and given \( \bar{x}_t = 0 \) and \( P_0 = 0 \), then the Kalman filter state estimate \( \hat{x}_t \) defined by the following recursive formulas:
\[
\hat{x}_t = A \bar{x}_{t-1} + K_{t-1}(y_{t-1} - C_{t-1} \bar{x}_{t-1}), \\
K_{t-1} = (G_{t-1} - A P_{t-1} C_{t-1}) (A_{t-1} - C_{t-1} P_{t-1} C_{t-1})^{-1}.
\]
Note that (18) is the submatrix which extracts the upper \( r \) blocks. For each block separated by the vertical line, the \( C \) matrices are equal since the sensor stays at the same waypoint to take measurements. So the relationship between the two submatrices is as follows:
\[
\Delta_i^t = (L_i^t)^{-1} \left( y_0; y_1; \ldots; y_{t-1} \right)
\]
(13)

**Remark 1:** In Lemma 1, (13) indicates that the Kalman filter state estimate \( \hat{x}_t \) can be expressed as a linear combination of the past outputs \( y_0, y_1, \ldots, y_{t-1} \). Note that Kalman filter only uses partial information of the outputs. It can be verified that the following is true: \( \hat{x}_{t+1} = \Delta_i^t(L_i^t)^{-1} \left( y_0; y_1; \ldots; y_{t-1} \right) \). Hence, the estimate for the block coefficient matrix \( X_{t,r} \) defined in (7) can be written as
\[
\hat{x}_{t,r} = \Delta_i^t (L_i^t)^{-1} \left| X_{t,r} \right| \rightarrow (t_r + 1) \ldots (t_r + 1 - 1) \ldots (t_r + 1 - 1 - 1) \ldots (t_r + 1 - 1 - \ldots - 1) - 1 
\]
(15)

**Theorem 1:** Given an unknown stable scalar spatiotemporal field modeled by (1) and (2), stack the measurements collected by one mobile sensor along an arbitrarily chosen uniformly observable periodic trajectory in a block Hankel matrix as (6), define \( H_t^d := Y_{t+d,r} \), then the number of basis functions in the spatiotemporal fields is equal to the number of non-zero singular values. Also, \( \tilde{O}_{t,r} \) and \( \tilde{X}_{t,r} \) are the learned extended observability matrix and the learned matrix for the estimate of the block coefficient matrix, respectively.

**Remark 2:** The learned matrices \( \tilde{O}_{t,r} \) and \( \tilde{X}_{t,r} \) are not exactly the same as the original matrices \( O_{t,r} \) and \( X_{t,r} \), respectively. They are the same up to a similarity transformation, that is, \( \tilde{O}_{t,r} \Gamma = O_{t,r} \) and \( \tilde{X}_{t,r} \Gamma = X_{t,r} \), where \( \Gamma \) is a non-singular similarity transformation matrix.

By theorem 1, we can learn the extended observability matrix \( \tilde{O}_{t,r} \) from the measurements collected along a uniformly observable periodic trajectory. Next we will talk about how to use the learned extended observability matrix \( \tilde{O}_{t,r} \) to learn the \( A \) matrix.

Consider the extended observability matrix defined in (8), we can extract two submatrices from it:
\[
\tilde{O}_{t,r} := \left[ C_2; \ldots; C_{t+r-2} A^{t-2}; C_{t+r-1} A^{t-1}; \ldots \right], \\
C_{t+(K_d-1)r} A^{(K_d-1)r}; \ldots; C_{t+(K_d-2)r} A^{(K_d-2)r}; \ldots; C_{t+(K_d-1)r+1} A^{(K_d-1)r+1}; \ldots; C_{t+(K_d-1)r+1} A^{(K_d-1)r} \ldots \]
(18)

Note that (18) is the submatrix which extracts the upper \( r \) - 1 blocks in each block separated by the vertical line while (19) is the submatrix which extracts the lower \( r \) - 1 blocks. For each block separated by the vertical line, the \( C \) matrices are equal since the sensor stays at the same waypoint to take measurements. So the relationship between the two submatrices is as follows.

Equation (20) always holds as long as \( \tilde{O}_{t,r} \) is full column rank. In order to guarantee that \( \tilde{O}_{t,r} \) is full column rank, we just need to make sure that \( (r-1)K_d \geq n \). Therefore, we can learn \( A \) from \( \tilde{O}_{t,r} \) by using \( \tilde{A} = \tilde{A}^\dagger \tilde{O}_{t,r} \), where \( \tilde{A}^\dagger \) and \( \tilde{O}_{t,r} \) are the corresponding submatrices of \( \tilde{O}_{t,r} \). Note that the learned \( \tilde{A} \) may not be the same as the original \( A \) matrix. They are equivalent up to a similarity transformation.
C. Learning Spatial Basis Functions

In this section we describe how to learn the parameters of the spatial basis functions $C(q)$. By Theorem 1, when we learn the extended observability matrix, we also get an estimate of the coefficient matrix which is given by $\hat{X}_{t,r}^{vd}$. See equation (17). Note that $\hat{X}_{t,r}^{vd} = [\hat{x}_t, \hat{x}_{t+T_r}, \hat{x}_{t+2T_r}, \ldots, \hat{x}_{t+(N-1)T_r}]$. That is, it consists of the estimated state sequence in every $T_r$ steps. Based on equation (3), we can learn the spatial basis function parameters using least square curve fitting. For example, if the basis functions are Gaussians, $c_i(p_t) = Ke^{-||p_t-q||^2/2\sigma^2}$, then we can learn $K$, $q_i$ and $\sigma_e$ by solving the nonlinear program

$$
(q_1^*, \ldots, q_n^*, K^*, \sigma_e^*) = \arg \min_{q_1, \ldots, q_n, K, \sigma_e} \sum_{j=1}^N \left| y_{t+(j-1)T_r} - C_i \hat{x}_{t+(j-1)T_r} \right|^2. \tag{21}
$$

In the case of Gaussian basis functions, the parameters appear nonlinearly, and the objective function is nonconvex, hence we must use a nonlinear optimization algorithm. Other choices of spatial bases may lead to objective functions that are convex in the unknown parameters, allowing for the use of more efficient optimization algorithms. This is an interesting topic for future work.

IV. NUMERICAL SIMULATIONS

In this section, we consider the performance of our algorithm by applying the proposed algorithm to a simulated spatiotemporal field with known parameters. We simulate a spatiotemporal field in a 50 x 50 unit square region and we use Gaussian radial basis functions with $c_i(q) = Ke^{-||q-q_i||^2/2\sigma^2}$. We arbitrarily choose a uniformly observable periodic trajectory to collect data. One naive choice would be a TSP tour visiting each basis center in a predefined order. These TSP tours will be guaranteed uniformly observable. The search of optimal uniformly observable trajectory to collect data remains an open question. We then apply the proposed motion strategy to control the sensing robot to move along the periodic path and take measurements at the waypoints of the path. These measurements will serve as the only inputs to our algorithm. Based on the collected measurements, we first apply the proposed algorithm to learn the eigenvalues of the $A$ matrix, then we use the nonlinear curve fitting solver lscurvefit with multiple starting points in MATLAB to solve (21), thus learning the corresponding parameters for the Gaussian basis functions. We run 100 Monte Carlo experiments and each experiment has different noise sequence. The simulation information can be accessed at http://people.bu.edu/xlan/files/simInfo.zip. The learned eigenvalues are shown in Figure 2. This figure shows the learned eigenvalues across all the runs for a first order system and a sixth order system. The distribution of the learned eigenvalue errors is shown in Table I. This table shows that as more data is used, the learning error tends to be smaller, especially for high dimensional systems.

Next we use the procedure proposed in Section III-C to learn the spatial basis functions. In this simulated spatiotemporal field, the basis functions are Gaussian radial basis functions. Because the learned coefficient matrix $\hat{X}_{t,r}^{vd}$ is not the same as the original coefficient matrix $X_{t,r}$ (see Equation (17)), the learned Gaussian basis function parameters will not equal the original parameters that we used to generate the spatiotemporal field. In order to verify that we learn these parameters correctly, we calculate the predicted field values based on the learned parameters and compare the predicted field values with the measured field values. We calculate the mean error between the predicted field values and the measured field values at 100 random locations. We also run 100 Monte Carlo simulations and calculate the average mean error. The result is shown in Table II. From this table, we can see that as more data is used to learn the model, the mean error between the predicted fields and the measured fields will be smaller. An example of the predicted fields compared with the measured fields are shown in Figure 3.

V. CONCLUSIONS AND FUTURE WORK

In this paper we proposed an algorithm to collect noisy measurements of a spatiotemporal field using a single mobile sensor, and use the collected data to learn a linear state space model for the dynamics of the field. We first introduce a model for the field. Then we control a mobile sensor to move along a uniformly observable periodic trajectory to collect measurements of the field at the waypoints of the trajectory. By correlating the future measurements and the past measurements, we discover the relationship between the hidden states and the measurements and learn the dynamics of the field. We also use nonlinear optimization to learn the parameters of the spatial basis functions for the field. We verify the performance of our algorithm by considering a simulated spatiotemporal field, for which we know the ground truth. In the future, we plan to extend this work to use multiple sensing robots to collect measurements and learn the field. Finding the optimal periodic uniformly observable trajectory to collect data is another interesting future research direction.
(a) Learned eigenvalue for a one dimensional system, $N = 1000$, $r = 3$, and $d = 15$.
(b) Learned eigenvalues for a sixth dimensional system, $N = 5000$, $r = 3$, and $d = 15$.
(c) Learned eigenvalues for a sixth dimensional system, $N = 10000$, $r = 3$, and $d = 15$.

Fig. 2. Learned eigenvalues over 100 Monte Carlo runs for simulated spatiotemporal fields with known ground truth.

<table>
<thead>
<tr>
<th>Simulation Parameters</th>
<th>Error $&lt; 0.1$</th>
<th>Error $&lt; 0.2$</th>
<th>Error $&gt; 0.2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n = 1$, $N = 100$, $r = 3$, $d = 15$</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>$n = 1$, $N = 500$, $r = 3$, $d = 15$</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>$n = 1$, $N = 1000$, $r = 3$, $d = 15$</td>
<td>100%</td>
<td>100%</td>
<td>0%</td>
</tr>
<tr>
<td>$n = 6$, $N = 1000$, $r = 3$, $d = 15$</td>
<td>8%</td>
<td>15%</td>
<td>85%</td>
</tr>
<tr>
<td>$n = 6$, $N = 5000$, $r = 3$, $d = 15$</td>
<td>26%</td>
<td>61%</td>
<td>39%</td>
</tr>
<tr>
<td>$n = 6$, $N = 10000$, $r = 3$, $d = 15$</td>
<td>43%</td>
<td>71%</td>
<td>29%</td>
</tr>
</tbody>
</table>

TABLE I
DISTRIBUTION OF LEARNING ERROR OVER 100 RUNS.

(a) Example of predicted field versus measured field for $n = 1$. versus measured field for $n = 6$.

Fig. 3. Predicted field values based on the learned model parameters are compared with the measured field values at random locations. The predicted field represents a Kalman-filtered version of the measured field.
