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Abstract—We consider the online filtering problem for a graph-coupled hidden Markov model (GHMM) with the Anonymous Influence property. Large-scale spatial processes such as forest fires, social networks, disease epidemics, and robot swarms are often modeled by GHMMs with this property. We derive a scalable online recursive algorithm to produce a belief over states for each HMM node in the GHMM at each time step, given a history of noisy observations. In contrast to prior work, our algorithm is tractable for the high-dimensional discrete state spaces of GHMMs with arbitrary graph structure, and our method scales linearly with the total number of HMMs, i.e., nodes in the graph. We demonstrate the accuracy and scaling of our method using simulation experiments of a wildfire model containing $10^{298}$ total states and a disease epidemic model containing $10^{18}$ states.

I. INTRODUCTION

In this work, we consider the problem of producing sequential state estimates online for a class of discrete time and discrete time graph-coupled hidden Markov models (GHMMs). Online sequential inference of GHMMs requires approximate methods due to the large discrete state and observation spaces of these models. For this reason, we leverage variational inference in our approach. Many large-scale, dynamic spatial processes of recent interest are described by this class of models: coupled HMMs have been used to model user interactions in a social network [1] and GHMMs were formulated to model the spread of a contagion in a population [2]. By creating a tractable online inference algorithm, we aim to generate additional interest in using large expressive models in real time for spreading spatial phenomena.

In previous work [3], we developed a scalable framework for generating control policies for graph-based Markov decision processes (GMDPs) which relied on perfect state observations. For this work, we consider realistic sensing models and build a scalable framework for producing state estimates to enable the use of our control framework with natural phenomena which inherently contain state uncertainty.

For a GHMM, each vertex in the graph corresponds to a standard HMM and edges between vertices describe the coupling interactions between HMMs. Many processes, such as forest fires (each tree is an HMM affected by neighboring trees), social networks (each person is an HMM affected by a few other people), disease epidemics (each community is an HMM affected by neighboring communities), and others are thus described by the GHMM framework [4].

The online aspect creates further challenges, as any candidate method must provide a belief at each time step in a reasonable amount of computation time. Our method is most appropriate for GHMMs with a property common in large-scale spatial processes called “Anonymous Influence.” Simply stated, a GHMM has Anonymous Influence if the transition distribution of constituent HMMs rely on the number of neighbor HMMs in particular states and not the identity of these neighbors.

We develop a message-passing algorithm using variational inference (VI), similar in spirit to belief propagation (BP) methods, that is tractable for GHMMs with considerably large state and observation spaces. Prior work has presented many variations and improvements of standard VI and BP methods. However, these methods incur additional computational complexity or require additional structure and as a result are not appropriate for the models we consider. We review relevant literature in Section II.

The main contributions of this work are: (1) we approximate the evidence lower bound (ELBO) and prove the approximation is a lower bound to the ELBO, (2) we produce a tractable online state estimation algorithm that addresses the challenges in performing inference for GHMMs with arbitrary graph structure and size, and (3) we show our approach requires significantly less computation time to achieve comparable or better accuracy than benchmark methods on a forest fire model with $10^{298}$ states, and on an Ebola outbreak model derived from data with $10^{18}$ states.

The remainder of this paper is organized as follows. Section II reviews prior work. Section III describes the
GHMM framework for time-invariant graphs and the Anonymous Influence property. Section [V] formulates the online sequential estimation problem and Section [V] outlines mean-field variational inference. In Section [VI] we describe our novel online estimation algorithm for GHMMs. We present numerical results validating our approach in Section [VII] and provide concluding remarks in Section [VIII].

II. RELATED WORK

Exact inference for arbitrary Bayesian networks is an NP-hard problem [5] and we review methods that perform approximate inference. We consider GHMM models in which the equivalent graphical model representation contains many cycles due to the graph edge set. Therefore, methods that rely on a tree structure (e.g., belief propagation) or assume few cycles cannot be directly applied.

Sampling Methods. Particle filters address some issues of exact online inference [6]. However, the number of particles required for a given accuracy increases with the state dimension [7] which makes these filters generally intractable for GHMMs. Particle filters [8], [9] and Kalman filters [10] for high-dimensional state spaces are appropriate for continuous dynamical system models and not the discrete state space models we consider. Other methods [2], [11]–[13] have been applied to relatively large or intractable models but do not scale to the model sizes we consider.

Variational Methods. Variational optimization methods have been applied to large discrete models for inference [14]–[19]. Notably, semi-implicit VI [19] optimizes bounds of the evidence lower bound (ELBO), but these bounds are not suitable for our approach and thus we develop our own approximation. While some methods [20] perform approximate inference for large datasets, it is unclear how to best adapt them for online inference as online applications have been limited to relatively small models [21]. Stochastic gradient methods typically require a differentiable distribution whereas we estimate arbitrary discrete distributions. Variational methods for high-dimensional models require a dynamical system model [22]–[24]. Other methods [25], [26] are based on exploiting distribution structure which we do not require for our approach.

Belief Propagation. Belief propagation (BP) methods can be derived using variational inference with energy approximations (e.g., Bethe or Kikuchi). Loopy belief propagation (LBP) has been shown to be effective in some discrete loopy graphical models [27] and we use LBP as a benchmark method. Generalized belief propagation (GBP) improves upon LBP [28] but incurs additional (worst-case exponential) complexity and is non-trivial to apply generally. We emphasize that our approach does not use energy approximations and therefore we do not follow the standard arguments or derivations of BP methods.

Our approach is algorithmically relatively simple compared to some prior work. Many other methods incur a level of complexity that is not suitable for online inference in GHMMs with large state spaces.

III. GRAPH-COUPLED HMMs

We recap the graph-coupled HMM (GHMM) framework for time-invariant graphs. Let $G = (V, E)$ be a (directed or undirected) graph with vertex set $V = \{1, \ldots, n\}$ containing $n$ vertices and edge set $E \subseteq V \times V$ [2]. Each vertex $i \in V$ corresponds to a standard HMM with latent state $x_i^t \in \mathcal{X}_i$ and observation $y_i^t \in \mathcal{Y}_i$ at time $t$. In a GHMM, the transition probabilities of HMM $i$ are influenced by its neighbors.

The neighbor set compactly describes the set of HMMs that influence a given HMM,

$$N(i) = \{j \mid (j, i) \in E\}.$$

Subscripts are used to describe the latent states or observations of a subset of HMMs, for example $x_i^t$ for HMM $i$ and $x_{N(i)}^t = \{x_j^t \mid j \in N(i)\}$ for the neighbors of HMM $i$. The latent state transition distribution for each HMM is,

$$p_i(x_i^t \mid x_i^{t-1}, x_{N(i)}^{t-1}).$$ (1)

Observations for each HMM are based on the HMM only,

$$p_i(y_i^t \mid x_i^t).$$ (2)

Arbitrary measurement models, with $p_i(y_i^t \mid x_i^t, x_{M(i)}^t)$ and $M(i) \subseteq V$, can be used in our framework. However, the method derivation (Section [VI]) is specific to the transition [1] and measurement models [2] and there is no straightforward description for general models. Due to space constraints, we consider a single case to illustrate our approach and we plan to provide details of other cases in future work.

We omit the subscript for the combination of all HMM states or observations, $x^t = \{x_1^t, \ldots, x_n^t\}$ and $y^t = \{y_1^t, \ldots, y_n^t\}$. Summing (marginalizing) out all variables from a distribution is denoted by $\sum x^t = \sum x_1^t \cdots \sum x_n^t$ to represent the $n$ consecutive summations. We specify the subset for the marginalization of a limited number of variables, e.g., marginalizing out a neighbor set, $\sum x_{N(i)}^t$. An example GHMM consisting of three HMMs is shown in Fig. 2. For HMM 1 in this example, the neighbor set contains HMM 2, $N(1) = \{2\}$. For HMM 2, $N(2) = \{3\}$ and for HMM 3, $N(3) = \{2\}$.

A. Anonymous Influence

We add structure by considering [1] as based on the number of neighbors in particular states rather than the identity of these neighbors. This property is called “Anonymous Influence” and we summarize the relevant ideas [1], [4].

We assume binary variables and the results extend to arbitrary discrete variables. For a set of binary variables $\mathcal{Z}$, the count aggregator (CA) is $\#(z) = \sum_{i \in |\mathcal{Z}|} z_i$ and maps an instantiation of the variables $z \in \mathcal{Z}$ to the set $\{0, \ldots, |\mathcal{Z}|\}$. A count aggregator can be thought of as a count of the number of variables that are “enabled,” i.e., equal to one. A count aggregator function (CAF) is a function that uses a count aggregator to map a set of binary variables to the real numbers, $f : \mathcal{Z} \mapsto \mathbb{R}$. The notation $f(\#(z))$ is used to emphasize that $f$ uses a CA.
For a GHMM containing only binary variables, the transition distribution \( p_i \) requires specifying \( 2^{\mid N(i)\mid +1} \) values. If a CA is used to represent the influence of other HMMs, then the distribution \( p_i \) can be represented by a CAF, \( p_i(x^t_i | x^t-1_i, x^t-1_N(i)) = p_i(x^t_i | x^t-1_i, \#(z^t-1_i)) \). (3)

This representation requires specifying 2(\mid N(i)\mid + 1) values for the case of binary variables, a potentially significant reduction. For example, for \( \mid N(i)\mid = 10 \), the number of required values is reduced from 2048 to 22 which is nearly two orders of magnitude. In the next section, we describe the filtering problem in the context of GHMMs.

IV. BAYESIAN SEQUENTIAL ESTIMATION

The objective of sequential estimation for GHMMs is to produce the posterior distribution \( p(x^t | y^{1:t}) \) at each time step where \( y^{1:t} \) denotes the history of observations up to time \( t \), \( y^{1:t} = (y^1, \ldots, y^t) \). The observation likelihood for the combination of all HMM states in the GHMM is described by the distribution,

\[
p(y^t | x^t) = \prod_{i=1}^{n} p_i(y^t_i | x^t_i),
\]

which assumes the observations \( y^t_i \) are conditionally independent given the HMM \( i \) latent state. The exact filter for producing \( p(x^t | y^{1:t}) \) for a discrete model is derived using Bayes’ rule and is a recursive relationship,

\[
p(x^t | y^{1:t}) \propto p(y^t | x^t) \sum_{x^{t-1}} p(x^t | x^t-1)p(x^{t-1} | y^{1:t-1}),
\]

which is initialized by a prior at the initial time step, \( p(x^0) \). The recursive Bayesian filter (RBF) [29] for the GHMMs considered in this work is thus,

\[
p(x^t | y^{1:t}) \propto \left( \prod_{i=1}^{n} p_i(y^t_i | x^t_i) \right) \times \\
\left( \sum_{x^{t-1}} p(x^{t-1} | y^{1:t-1}) \prod_{i=1}^{n} p_i(x^t_i | x^{t-1}_i, x^{t-1}_N(i)) \right).
\]

(5)

We note here that the above expression does not simplify to a tractable form as we allow for arbitrary graph structure. In particular, we allow for models where a path exists between any two vertices. In the context of probabilistic graphical models, the model is considered to have many cycles (or loops). Variational inference provides a framework to approximate an intractable posterior distribution and we present the main ideas in the following section.

V. MEAN-FIELD VARIATIONAL INFERENCE

Variational inference (VI) methods formulate an optimization problem to approximate an intractable posterior distribution [30]. The RBF for GHMMs \([5]\) requires \((\prod_{i=1}^{n} |X_i|) - 1 \) values to specify \( p(x^{t-1} | y^{t-1}) \) and is intractable to compute for even a single time step despite the graph structure. Therefore, VI introduces a family of distributions \( q(x^t) = \mathbb{Q} \) and approximates the posterior \( p(x^t | y^{1:t}) \) by maximizing the evidence lower bound (ELBO),

\[
\text{ELBO} = \mathbb{E}_{q(x^t)} \left[ \log p(x^t, y^t | y^{1:t-1}) - \log q(x^t) \right],
\]

(6)

where \( \mathbb{E}_{q(x^t)} \) indicates the expectation is taken with respect to (w.r.t.) the distribution \( q(x^t) \). We leverage the mean-field approximation [30] where the approximating distribution is factored, \( q(x^t) = \prod_{i=1}^{n} q_i(x^t_i) \), and a discrete distribution (or variational factor) is associated with each HMM in the GHMM. This approximation reduces the representation size of the posterior and leads to,

\[
\text{ELBO} = \sum_{x^t_i} \left( \prod_{i=1}^{n} q_i(x^t_i) \right) \log p(x^t_i, y^t | y^{1:t-1}) - \\
\sum_{x^t_i} \sum_{x^t_j} q_i(x^t_i) \log q_i(x^t_i),
\]

after substitution of \( q(x^t) \) and algebraic simplification. A common approach to the above optimization problem finds a local optimum by iteratively optimizing each factor \( q_i(x^t_i) \) while holding others fixed. First, isolating terms involving index \( i \) yields,

\[
\text{ELBO} = \sum_{x^t_i} \left( q_i(x^t_i) \mathbb{E}_{-i} \left[ \log p(x^t, y^t | y^{1:t-1}) \right] \right) - \\
\sum_{x^t_i} q_i(x^t_i) \log q_i(x^t_i) + \text{other terms},
\]

(7)

where \( \mathbb{E}_{-i} \) refers to the expectation taken w.r.t. the distribution \( q(x^t) \) excluding factor \( q_i(x^t_i) \), i.e. \( \Pi_{j=1, j \neq i}^{n} q_j(x^t_j) \).
Maximizing the ELBO w.r.t a single factor \( q_{i}(x_{t}^{i}) \) yields the factor objective function \( \mathcal{L}_{i} \),
\[
\mathcal{L}_{i} = -D_{KL}(q_{i}(x_{t}^{i}) \mid \mid \exp \mathbb{E}_{-i} [\log p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i})]),
\]
where \( D_{KL} \) is the Kullback-Leibler (KL) divergence and the “other terms” in (7) are constant w.r.t. \( q_{i}(x_{t}^{i}) \) and thus do not influence the solution. Since the KL divergence equals zero when the argument distributions are identical, maximizing \( \mathcal{L}_{i} \) leads to the update equation,
\[
q_{i}(x_{t}^{i}) \propto \exp \mathbb{E}_{-i} [\log p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i})].
\]
This approach is known as coordinate ascent VI and is closely related to other inference approaches, such as Gibbs sampling and message-passing algorithms [30]. We emphasize here that allowing arbitrary graph structure in a GHMM typically prevents simplification of the previous expression through structure in \( \log p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) \). In the next section, we present a modification of this approach for GHMMs with arbitrary graph structure.

VI. MEAN-FIELD VARIATIONAL INFERENCE FOR GHMMs WITH ANONYMOUS INFLUENCE

A. Approximating the ELBO

For GHMMs with the mean-field assumption, the coordinate ascent update (9) for a single time step requires computing the joint probability,
\[
p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) \\
\propto p(y_{t}^{i} \mid x_{t}^{i}) \sum_{x_{t-1}^{i}} p(x_{t}^{i} \mid x_{t-1}^{i}) p(x_{t-1}^{i} \mid y_{1:t-1}^{i}) \\
\propto \left( \prod_{i=1}^{n} p_{i}(y_{t}^{i} \mid x_{t}^{i}) \right) \sum_{x_{t-1}^{i}} \prod_{i=1}^{n} p_{i}(x_{t}^{i} \mid x_{t-1}^{i}, x_{N(i)}^{i-1}) r_{i}(x_{t-1}^{i}),
\]
where \( r(x_{t-1}^{i}) = \prod_{i=1}^{n} r_{i}(x_{t-1}^{i}) \approx p(x_{t-1}^{i} \mid y_{1:t-1}^{i}) \) is the approximate factored prior distribution. However, computing the above joint probability is typically intractable due to the required marginalization of all \( n \) HMMs.

Instead, a tractable computation of \( \mathbb{E}_{-i} [p(y_{t}^{i}, x_{t}^{i} \mid y_{1:t-1}^{i})] \) is possible using a message-passing scheme. We discuss necessary approximations to the ELBO (6) and describe the scheme in the next section. We assume the joint probability satisfies a lower bound, \( p(y_{t}^{i}, x_{t}^{i} \mid y_{1:t-1}^{i}) \geq \epsilon \) for \( 0 < \epsilon < 1 \). Given a bound \( \epsilon \), an under-approximation to the logarithm function over the interval \([\epsilon, 1]\) is the line,
\[
g(\theta) = \log \frac{\theta}{1 - \epsilon} (1 - \theta),
\]
and \( g(\theta) \leq \log \theta \) for \( \theta \in [\epsilon, 1] \). Using (11) to approximate \( \log p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) \) in (6) results in a surrogate ELBO,
\[
\text{ELBO} = \mathbb{E}_{q(x_{t}^{i})} \left[ g \left( p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) \right) - \log q(x_{t}^{i}) \right].
\]

**Theorem 1.** The surrogate ELBO (12) is a lower bound to the original ELBO (6), if the joint probability is lower bounded, \( \epsilon \leq p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) \leq 1 \) for any \( 0 < \epsilon < 1 \).

**Proof.** The difference between the surrogate ELBO (12) and the ELBO (6) is,
\[
\text{ELBO} - \text{ELBO} = \mathbb{E}_{q(x_{t}^{i})} \left[ \log p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) - \log q(x_{t}^{i}) \right] -
\mathbb{E}_{q_{i}(x_{t}^{i})} \left[ f \left( p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) \right) - \log q(x_{t}^{i}) \right] =
\mathbb{E}_{q(x_{t}^{i})} \left[ \log p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) \right] -
\mathbb{E}_{q_{i}(x_{t}^{i})} \left[ f \left( p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) \right) \right] \geq 0
\Rightarrow \text{ELBO} \geq \text{ELBO} \forall x_{t}^{i}, y_{t}^{i}.
\]
The expectation operator is linear and thus preserves the lower bound relationship of the approximation (11) to the logarithm function. The lower bound is valid for any combination of GHMM states \( x_{t}^{i} \) and observations \( y_{t}^{i} \) as the joint probability is bounded below by \( \epsilon \).

Maximizing the surrogate ELBO (12) over the factors \( q_{i}(x_{t}^{i}) \) indirectly maximizes the ELBO (7) via the lower bound relationship. Following the same derivation in Section VII with the surrogate ELBO, the factor objective (8) is,
\[
\mathcal{L}_{i} = -D_{KL}(q_{i}(x_{t}^{i}) \mid \mid \exp \mathbb{E}_{-i} [g \left( p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i}) \right)])
\]
for (10) to be exactly zero except for cases where some (or all) of the HMM states are known exactly without uncertainty or observations have no uncertainty, which is impractical in real applications. In practice, we round estimates of (10) that are lower than \( \epsilon \) up to \( \epsilon \); this has the effect of introducing a small amount of noise to the posterior factors. For large GHMM models, probabilities naturally tend to zero, e.g., the observation distribution (4), since the product of probabilities less than one will approach zero. This approximation can therefore be seen as preventing the filter from rounding state estimates to zero and our numerical results suggest that this approach is effective; see Section VII.

B. Message-passing Scheme

We now build a tractable message-passing scheme to estimate the quantity \( \mathbb{E}_{-i} [p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i})] \) required in (13) for each coordinate update. Substituting (10) leads to,
\[
\mathbb{E}_{-i} [p(x_{t}^{i}, y_{t}^{i} \mid y_{1:t-1}^{i})] \propto \sum_{\{x_{t}^{i} \mid j \in V, j \neq i\}} \left( \prod_{j=1}^{n} q_{j}(x_{j}^{i}) \right) \left( \prod_{i=1}^{n} p_{i}(y_{t}^{i} \mid x_{t}^{i}) \right) \times
\left( \sum_{x_{t-1}^{i}} \prod_{i=1}^{n} p_{i}(x_{t}^{i} \mid x_{t-1}^{i}, x_{N(i)}^{i-1}) r_{i}(x_{t-1}^{i}) \right).
\]
Algorithm 1 Message-passing Scheme

1: Given observations \{y^t_1, \ldots, y^t_n\}
2: for each HMM \(i\)
3: \hspace{1em} initialize message and posterior factor \(q^0_i(x_i^t)\)
4: for iteration \(k = 1, \ldots\)
5: \hspace{1em} for each HMM \(i\)
6: \hspace{2em} Receive messages from neighbors \(j \in N(i)\)
7: \hspace{2em} Calculate \(k^{th}\) estimate \(E^k_i(x_i^t)\) using messages
8: \hspace{2em} Update factor \(q^k_i(x_i^t)\) with \(E^k_i(x_i^t)\)
9: \hspace{2em} Create message for next iteration \(k + 1\)

The message-passing scheme works as follows. Each HMM in the GHMM maintains an estimate of its posterior factor, \(q_i^{k}(x_i^{t-1})\), and an estimate of (14), \(E_i^{k}(x_i^{t})\); the superscript \(k\) on these quantities, and other quantities below, refers to the \(k^{th}\) estimate. For each iteration \(k\) of the scheme, each HMM \(i\) receives messages from the neighbor HMMs \(j \in N(i)\) and generates estimate \(E_i^{k}(x_i^{t})\). This estimate then updates the posterior factor using (13). Lastly, an updated message is calculated for the next iteration \(k + 1\). Algorithm 1 summarizes this process. For clarity, we present the necessary relationships for the scheme below and provide the derivation in the Appendix.

First, the initial message \(m_i^{0}(x_i^{t-1})\) for each HMM is its prior, \(m_i^{0}(x_i^{t-1}) = r_i(x_i^{t-1})\). To compute joint probability estimates and updated messages, a candidate message is computed by each HMM,

\[
c_k^{k}(x_i^{t-1}, x_i^{t}) = p_i(y_t^i | x_i^{t}) \sum_{x_{N(i)}^{t-1}} p_i(x_i^{t} | x_{N(i)}^{t-1}, x_{N(i)}^{t}, x_i^{t-1}) m_j^{k-1}(x_j^{t-1}). \quad (15)
\]

Using this candidate message, the estimate of the joint probability computed by HMM \(i\) is,

\[
E_i^{k}(x_i^{t}) \propto \sum_{x_i^{t-1}} r_i(x_i^{t-1}) c_k^{k}(x_i^{t-1}, x_i^{t}) \quad \approx \mathbb{E}_{-i} \left[p(x_t^i, y_t^i | y_t^{1:t-1})\right],
\]

and \(q_k^{k}(x_i^{t})\) is updated by using the above estimate with (13). Lastly, the updated message that is shared by each HMM at the next iteration is,

\[
m_i^{k}(x_i^{t-1}) \propto r_i(x_i^{t-1}) \sum_{x_i^{t}} q_k^{k}(x_i^{t}) c_k^{k}(x_i^{t-1}, x_i^{t}). \quad (17)
\]

Using (11) moves the expectation into the argument of (13) which allows the posterior factors to be used for marginalization of (14). This property is key for creating a tractable message-passing method. Otherwise, the quantity \(\mathbb{E}_{-i} \left[p(x_t^i, y_t^i | y_t^{1:t-1})\right]\) is not tractable to compute as we do not allow for simplification based on the graph structure of the GHMM, on the properties of distributions for the posterior factors, or other properties. In addition, the estimates \(16\) are normalized to estimate the normalization constant of the joint probability \(10\), since the linear approximation does not allow this constant to be factored out.

Algorithm 2 Relaxed Anonymous Variational Inference (RAVI) for time step \(t\)

1: \textbf{Input:} prior factors \(r_i(x_i^{t-1})\), graph \(G\), state transition \(p_i(x_i^{t-1} | x_i^{t-1}, x_i^{t-1})\), observations \(y_t^i\) and \(p_i(y_t^i | x_i^{t})\)
2: \textbf{Output:} posterior factors \(q_i(x_i^{t})\)
3: \textbf{Parameters:} iteration limit \(K_{\text{max}}\), lower bound \(\epsilon\), convergence criteria

for each HMM \(i\)
5: \hspace{1em} initialize message \(m_i^{0}(x_i^{t-1}) = r_i(x_i^{t-1})\)
6: \hspace{1em} initialize factor \(q_i^{0}(x_i^{t})\)
7: \hspace{1em} for iteration \(k = 1, \ldots, K_{\text{max}}\)
8: \hspace{2em} Receive messages from neighbors \(\{m_j^{k-1}(x_j^{t-1}) | j \in N(i)\}\)
9: \hspace{2em} Compute \(c_k^{k}(x_i^{t-1}, x_i^{t})\) with (15) or (18)
10: \hspace{2em} Compute \(E_i^{k}(x_i^{t})\) using (16)
11: \hspace{2em} Update \(q_i^{k}(x_i^{t})\) by (13)
12: \hspace{2em} Compute \(m_i^{k}(x_i^{t-1})\) with (17)
13: \hspace{2em} if factors \(q_i^{k}(x_i^{t})\) converge then break
14: \hspace{1em} return posterior factors \(q_i(x_i^{t}) = q_i^{k}(x_i^{t})\)

C. Simplifying with Anonymous Influence

Computing the candidate message (15) may be intractable as marginalizing out \(x_i^{t-1} \in \mathcal{X}_i\) requires considering \(\prod_{j \in N(i)} |\mathcal{X}_j|\) values. If a HMM in the GHMM has many neighbors (large \(|\mathcal{X}_i|\)) or if the neighbors have large state spaces \(|\mathcal{X}_j|\) then the computational cost may be significant. Therefore, we now exploit Anonymous Influence to address this potential issue. If the transition distribution (1) of a HMM relies on a count aggregator (CA) (as shown in \(3\)), then it is useful to create a count-aggregator function (CAF) \(\tilde{m}_i^{k-1}(\#(z_i^{t-1}))\) to represent the received neighbor messages. Using this CAF leads to the modified candidate message,

\[
c_k^{k}(x_i^{t-1}, x_i^{t}) = p_i(y_t^i | x_i^{t}) \sum_{z_i^{t-1}} p_i(x_i^{t} | x_i^{t-1}, \#(z_i^{t-1})) \tilde{m}_i^{k-1}(\#(z_i^{t-1})). \quad (18)
\]

The marginalization for (18) is now with respect to \(z_i^{t-1} \in [0, \ldots, |\mathcal{X}_i|]\) which has lower computational cost.

D. Algorithm Description

Algorithm 2 Relaxed Anonymous Variational Inference (RAVI), summarizes our filtering algorithm for producing posterior factors for a single time step. The factors \(q_i(x_i^{t})\) produced are then used as the priors \(r_i(x_i^{t})\) in the algorithm for the next time step. The main component is the message-passing scheme which is relatively straightforward to implement and can be used independently of the Anonymous Influence property (line 10). The posterior factors are initialized to any valid discrete distribution (line 6). The algorithm runs for a fixed number of iterations \(K_{\text{max}}\) unless the posterior factors converge (line 14). We provide a brief analysis of the computational complexity. Without Anonymous Influence, the complexity for a single time step
TABLE I: Results for three forest sizes. Data are the median simulation accuracy for 100 simulations, and the superscript and subscript indicate the maximum and minimum simulation accuracy, respectively. A dash indicates where a method is computationally intractable. LBP performs well with enough iterations but does not scale. RAVI is comparably accurate and scales to larger model sizes.

<table>
<thead>
<tr>
<th>Method</th>
<th>Forest Size</th>
<th>Observation</th>
<th>LBP, Kmax=1</th>
<th>LBP, Kmax=1 median</th>
<th>RAVI, Kmax=1</th>
<th>RAVI, Kmax=1 median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation</td>
<td>3 × 3</td>
<td>88.9+0.0 %</td>
<td>90.0+0.0 %</td>
<td>90.0+0.0 %</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>RBF</td>
<td>10 × 10</td>
<td>100+0.0 %</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LBP</td>
<td>Kmax = 1</td>
<td>88.9+0.0 %</td>
<td>90.0+0.0 %</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LBP</td>
<td>Kmax = 10</td>
<td>100+0.0 %</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>RAVI</td>
<td>Kmax = 1</td>
<td>100+0.0 %</td>
<td>98.0+0.0 %</td>
<td>98.1+0.5 %</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>RAVI</td>
<td>Kmax = 10</td>
<td>100+0.0 %</td>
<td>98.0+2.0 %</td>
<td>97.8+0.8 %</td>
<td>—</td>
<td>—</td>
</tr>
</tbody>
</table>

TABLE II: Results for the disease epidemic model. Accuracy values are the median simulation accuracy over 100 simulations, with the superscript and subscript indicating the maximum and minimum simulation accuracy, respectively. Time values are the average time required to produce a belief for a single time step of a simulation. RAVI is comparably accurate to LBP as well as two orders of magnitude faster.

<table>
<thead>
<tr>
<th>Method</th>
<th>Forest Size</th>
<th>Observation</th>
<th>LBP, Kmax=1</th>
<th>Observation median</th>
<th>LBP, Kmax=1 median</th>
<th>RAVI, Kmax=1</th>
<th>RAVI, Kmax=1 median</th>
</tr>
</thead>
<tbody>
<tr>
<td>Observation</td>
<td>3 × 3</td>
<td>85.5+1.6 %</td>
<td>—</td>
<td>85.5+1.6 %</td>
<td>85.5+1.6 %</td>
<td>—</td>
<td>—</td>
</tr>
<tr>
<td>LBP</td>
<td>Kmax = 1</td>
<td>85.5+1.6 %</td>
<td>3.57</td>
<td>98.4+1.6 %</td>
<td>3.57</td>
<td>98.4+1.6 %</td>
<td>3.57</td>
</tr>
<tr>
<td>LBP</td>
<td>Kmax = 10</td>
<td>98.4+1.6 %</td>
<td>12.82</td>
<td>98.4+1.6 %</td>
<td>12.82</td>
<td>98.4+1.6 %</td>
<td>12.82</td>
</tr>
<tr>
<td>RAVI</td>
<td>Kmax = 1</td>
<td>96.8+1.0 %</td>
<td>0.03</td>
<td>96.8+1.0 %</td>
<td>0.03</td>
<td>96.8+1.0 %</td>
<td>0.03</td>
</tr>
<tr>
<td>RAVI</td>
<td>Kmax = 10</td>
<td>95.2+1.6 %</td>
<td>0.10</td>
<td>95.2+1.6 %</td>
<td>0.10</td>
<td>95.2+1.6 %</td>
<td>0.10</td>
</tr>
</tbody>
</table>

VII. EXPERIMENTS

Models. We model a forest as a square lattice of trees initialized with fire at the center [3]. Each tree state $x_i$ is one of three values, $X_i = \{H, F, B\} = \{\text{healthy, on fire, burnt}\}$, with dynamics given in Table I and $f_i = \sum_{j \in N(i)} I_F(x'_j)$ is the number of neighboring trees on fire. A west-to-east wind is also modeled by linearly varying the parameter $\alpha_i$ from 0.1 (left edge) to 0.4 (right edge) across the lattice. A constant value of $\beta = 0.9$ was used. We use forest sizes of $3 \times 3$, $10 \times 10$, and $25 \times 25$ that have $10^4$, $10^{17}$, and $10^{298}$ total states at each time step, respectively. For each tree, the true state is observed with 90% probability and the remaining states are observed with 5% probability.

We use a simplified model based on [3] for the 2014 Ebola outbreak in West Africa. Each vertex corresponds to a community and edges indicate transportation routes. The community state is one of two values, $X_c = \{S, E\} = \{\text{healthy, infected}\}$, with dynamics given in Table I where $\epsilon_i = \sum_{j \in N(i)} I_F(x'_j)$ and $\eta = 0.08$. The model contains 62 communities, with $10^{18}$ total states at each time step, and the neighbor set size $|N(i)|$ ranges from one to seven. For each community, the true state is observed with 85% probability.

Comparison Methods. We implement the recursive Bayesian filter (RBF) only for a small forest fire model as the method quickly becomes intractable. We also adopt loopy belief propagation (LBP) for the online sequential estimation problem by limiting the graphical model size to a maximum of $H = 3$ hidden and observed layers. If adding a new layer will exceed the model size limit, the model is reinitialized as only the new layer with a prior belief equal to the first layer of the previous model. Two message-passing iteration limits were tested, $K_{max} = 1$ and $K_{max} = 3$, and the approximation used $\epsilon = 10^{-10}$. Both RAVI and LBP terminated early if less than 1% of HMMs stop changing their maximum likelihood belief. Lastly, we compare against taking each observation as the estimate for each time step. This may produce inconsistent estimates, e.g., a tree on fire changing to healthy within a time step in the forest fire model. All filters were initialized with the ground truth.

At each time step, the belief produced by the filter is converted to a maximum likelihood estimate for each HMM and compared to the true state. Each filter thus produces a time history of accuracies for a single simulation run; see Fig. 8. We compute the median accuracy over the time series and denote this quantity the simulation accuracy for a filter. We run 100 total simulations and report the minimum, median, and maximum simulation accuracy.

Results. Tables I and II present the results. The RBF and
TABLE III: Tree dynamics for wildfire model. Blank entries are zero.

<table>
<thead>
<tr>
<th>x_i</th>
<th>F</th>
<th>B</th>
</tr>
</thead>
<tbody>
<tr>
<td>H</td>
<td>(1 - α_i)_i 1 - (1 - α_i)_i</td>
<td>1 - β</td>
</tr>
<tr>
<td>F</td>
<td>1 - (1 - α_i)_i</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

LBP are not suitable methods as they are only tractable for relatively small model sizes. In contrast, RAVI performs well and scales to the largest forest fire model size. RAVI is also more efficient than LBP as Fig. 4 and Table II show that LBP takes roughly 100 times longer to produce a belief per time step. In addition, RAVI has low variance in the accuracy which is desirable for a filtering method. Lastly, for the two different iteration limits, the results of RAVI did not significantly change. Coordinate ascent methods are known to reach local optima, and RAVI quickly finds a solution which does not change significantly with more iterations.

VIII. Conclusions

We derived a novel inference algorithm appropriate for online sequential state estimation of large-scale GHMMs with the property of Anonymous Influence. Compared to benchmark methods, our approach is accurate and can be used in time critical applications. Future work will focus on improving the approximations required for our method, such as using implicit distributions [19] and adding structure back to the approximate factored distribution [16], [17], [25]. The effectiveness of LBP is likely due to using information across time steps when performing inference. A key improvement of our method will be incorporating this aspect in our approach. We also plan to further characterize the theoretical properties of our approach, such as the convergence rate and quality of the local optima, as well as provide details regarding other forms of the state transition and observation models.

APPENDIX

The message-passing scheme produces iterative estimates of (13) for each HMM i in the GHMM. We derive the scheme and the use of messages to simplify the computation by describing the first two approximations for a given HMM i. The first approximation $E_i^1$ considers information from the neighbor HMMs $j \in N(i)$,

$$E_i^1(x_i^t) \propto p_i(y_i^t | x_i^t) \sum_{x_i^{t-1}} r_i(x_i^{t-1})$$

$$\prod_{j \in N(i)} r_j(x_j^{t-1}) \sum_{x_{N(i)}^{t-1}} p_j(x_j^{t-1}, x_{N(i)}^{t-1}) \prod_{j \in N(i)} r_j(x_j^{t-1}) \bigr].$$

The second approximation $E_i^2$ considers information from the neighbors $N(i)$ as well as the neighbors of neighbors $\bigcup_{j \in N(i)} N(j)$,

$$E_i^2(x_i^t) \propto p_i(y_i^t | x_i^t) \sum_{x_i^{t-1}} r_i(x_i^{t-1}) \prod_{j \in N(i)} r_j(x_j^{t-1}) \sum_{x_{N(i)}^{t-1}} p_j(x_j^{t-1}, x_{N(j)}^{t-1}) \prod_{j \in N(j)} r_j(x_j^{t-1}) \bigr].$$

There is a common structure in the first (19) and second (20) approximations, as indicated by the large brackets in both expressions. Define the following as a candidate message,

$$e_i^1(x_i^{t-1}, x_i^t) = p_i(y_i^t | x_i^t) \sum_{x_i^{t-1}} p_i(x_i^t | x_i^{t-1}, x_{N(i)}^{t-1}) \prod_{j \in N(i)} r_j(x_j^{t-1}).$$

The first approximation (19) then simplifies to,

$$E_i^1(x_i^t) \propto \sum_{x_i^{t-1}} r_i(x_i^{t-1}) e_i^1(x_i^{t-1}, x_i^t).$$

In addition, the second approximation (20) simplifies to,

$$E_i^2(x_i^t) \propto p_i(y_i^t | x_i^t) \sum_{x_i^{t-1}} r_i(x_i^{t-1}) \prod_{j \in N(i)} r_j(x_j^{t-1}) \sum_{x_{N(j)}^{t-1}} p_j(x_j^{t-1}, x_{N(i)}^{t-1})$$

$$\prod_{j \in N(i)} r_j(x_j^{t-1}) \sum_{x_{j}^{t-1}} q_j^r(x_j^{t-1}) e_j^1(x_j^{t-1}, x_j^t),$$

by using the candidate messages of the neighbor HMMs $j \in N(i)$ computed during the first iteration of the scheme. Notably, the simplified second approximation now only requires information from the neighbors $N(i)$, as indicated by
for all HMMs as the prior, \( \text{(21)} \) and \( \text{(25)} \), are reconciled by defining the initial message which mirrors the form of the simplified first approximation \( k \) next iteration is \( \text{(17)} \). The messages use an estimate of the 

\[
m_1^j(x_j^{t-1}) \propto r_j(x_j^{t-1}) \sum_{x_j^t} q_j^t(x_j^{t-1}) e_j^t(x_j^{t-1}, x_j^t),
\]

then the second approximation \( \text{(23)} \) further simplifies,

\[
E_2^2(x_i^t) \propto \left[ p_i(y_i^t | x_i^t) \sum_{x_i^{t-1}} r_i(x_i^{t-1}) \right] \sum_{x_{N(i)}^{t-1}} \sum_{j \in N(i)} p_i(x_i^t | x_i^{t-1}, x_{N(i)}^{t-1}) \prod_{j \in N(i)} m_j^1(x_j^{t-1}), \tag{24}
\]

Finally, \( \text{(24)} \) shares a common structure with the first approximation \( \text{(19)} \), as indicated by brackets. If the candidate message \( \text{(21)} \) is modified for the second approximation to use the neighbors’ messages instead of their priors,

\[
c_i^2(x_i^{t-1}, x_i^t) = p_i(y_i^t | x_i^t) \sum_{x_i^{t-1}} r_i(x_i^{t-1}) \prod_{j \in N(i)} m_j^1(x_j^{t-1}), \tag{25}
\]

then the second approximation \( E_2^2(x_i^t) \) simplifies again to,

\[
E_2^2(x_i^t) \propto \sum_{x_i^{t-1}} r_i(x_i^{t-1}) c_i^2(x_i^{t-1}, x_i^t),
\]

which mirrors the form of the simplified first approximation \( \text{(22)} \). The slightly different forms of the candidate message, \( \text{(21)} \) and \( \text{(25)} \), are reconciled by defining the initial message for all HMMs as the prior, \( m_i^0(x_i^{t-1}) = r_i(x_i^{t-1}) \). Subsequent approximations \( E_k^2, k \geq 3 \) continue to incrementally add influence from additional HMMs in the GHMM to improve the estimate of \( \text{(14)} \).

Finally, the general form of the candidate message is \( \text{(15)} \), the \( k \)th approximation of \( \text{(14)} \) is \( \text{(16)} \), and the message for the next iteration is \( \text{(17)} \). The messages use an estimate of the posterior factor and the \( j \)th estimate is determined by \( \text{(13)} \).
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