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Abstract—With the rise of stochastic generative models in robot policy learning, end-to-end visuomotor policies are increasingly successful at solving complex tasks by learning from human demonstrations. Nevertheless, since real-world evaluation costs afford users only a small number of policy rollouts, it remains a challenge to accurately gauge the performance of such policies. This is exacerbated by distribution shifts causing unpredictable changes in performance during deployment. To rigorously evaluate behavior cloning policies, we present a framework that provides a tight lower-bound on robot performance in an arbitrary environment, using a minimal number of experimental policy rollouts. Notably, by applying the standard stochastic ordering to robot performance distributions, we provide a worst-case bound on the entire distribution of performance (via bounds on the cumulative distribution function) for a given task. We build upon established statistical results to ensure that the bounds hold with a user-specified confidence level and tightness, and are constructed from as few policy rollouts as possible. In experiments we evaluate policies for visuomotor manipulation in both simulation and hardware. Specifically, we (i) empirically validate the guarantees of the bounds in simulated manipulation settings, (ii) find the degree to which a learned policy deployed on hardware generalizes to new real-world environments, and (iii) rigorously compare two policies tested in out-of-distribution settings. Our experimental data, code, and implementation of confidence bounds are open-source.

I. INTRODUCTION

In this paper we focus on evaluating robot policies obtained through the behavior cloning (BC) framework of robot learning. BC policies, such as diffusion policies [1], have recently advanced the state-of-the-art (SOTA) in visuomotor policy synthesis, particularly in manipulation tasks [1], [2], [3], [4], [5]. BC is attractive because it avoids the significant challenges of the sim-to-real gap, which impedes the transfer of reinforcement learning policies and other policy synthesis techniques to real-world robots [6]. In BC, humans give demonstrations, often directly on the robot hardware through teleoperation. Then, a policy is learned based on these demonstrations. This procedure removes the need for a simulation model, avoiding the sim-to-real gap.

However, without an accurate simulation model, evaluation of BC policies relies on real-world tests. In robotics research it is common to evaluate these policies using fewer than 50 policy rollouts, recording the empirical success rate or average reward (see, e.g., [1], [2], [7]). However, with such small sample sizes, it can be difficult to interpret the significance of the recorded results. In addition, measuring average performance can be insufficient for applications with safety and reliability requirements.

To address this need, we propose statistical bounds to rigorously evaluate the performance of a BC policy. We quantify performance through a user-specified metric, either a binary success/failure or a continuous reward. Although many BC policies are trained and deployed in hardware, these metrics can also be given for simulated robotics settings. While specifying a suitable reward for policy training can be challenging in practice, we emphasize that we do not use the performance metric for training, only for evaluation. Simple performance metrics (e.g., task success/failure, distance to a goal location) are sufficient for our purposes.

Our proposed method is to compute worst-case bounds on the performance of policy based on the results of a small number of policy rollouts. Worst-case bounds are useful for determining a policy exceeds some performance threshold rather than determining it does not. Our approach can specify the fewest number of policy rollouts required to obtain a user-specified confidence and tightness for a bound on the
performance metric. **Confidence** is the probability (fraction of random outcomes) for which the bound holds. **Tightness** quantifies how close the bound tends to be to the true (but unknown) quantity of interest. A bound which is tighter provides a better estimate of the unknown quantity while a bound which is higher confidence provides a better chance that the estimate is conservative (rather than optimistic). In Fig. 2 we give a visual interpretation of how confidence and tightness relate to the distribution of a lower confidence bound for an unknown probability of success. Achieving higher confidence and tighter bounds on policy performance comes at the cost of more policy rollouts.

The bounds we use require no knowledge of the underlying probability distributions in the policy, training data, robot hardware, or environment physics. The confidence and tightness of these bounds do not depend on the dimensionality of the robot state or observation. We only require that the stochasticity of the policy, robot, and environment is stationary between rollouts so that the measured performance of the policy rollouts can be treated as independent and identically distributed (i.i.d.) random variables. This assumption is frequently implicit during BC training, and, depending on the task, can be effectively managed during evaluation.

In this paper we demonstrate how to construct worst-case bounds on performance when performance is measured by (i) a binary success/failure metric, and (ii) a continuous metric which measures the reward accumulated along a trajectory. For the binary metric, we seek a lower bound on the unknown probability of task success. We revisit a rarely-used bound from the statistics literature, which is a tighter version of the more common Clopper-Pearson bound [8]. Our bound exactly achieves a user-specified confidence level and is as tight as possible. This is enabled by a novel computational method based on mixed monotonic optimization [9]. For the continuous metric, the true distribution of reward is entirely unknown. We propose to use bounds for the cumulative distribution function (CDF) of reward. The CDF fully characterizes the reward distribution, allowing flexibility for the user to analyze performance, e.g., in the tails, at any quantile, or in the mean. We use a tighter version of the Dvoretzky–Kiefer–Wolfowitz (DKW) bound [10], [11] for this purpose. In both the binary and continuous cases, the user specifies the confidence level and the tightness of the bound. Since real-world evaluation is costly, the bounds we employ meet these specifications exactly using the minimum number of policy rollouts. This is in contrast to the more common Clopper-Pearson and DKW bounds.

Finally, in our experiments we are primarily interested in applying our framework to investigate the generalization of BC policies to out-of-distribution (OOD) settings. Because human intuition is often unreliable for predicting which OOD settings will be harmful to the policy, we believe this is an application where statistical evaluation methods shine, giving roboticists well-defined confidence levels for the results of their experiments. We demonstrate our bounds in simulation and real-world robotic manipulation settings. We empirically compare our bounds to more common bounds from the literature, showing improved tightness, particularly for few policy rollouts. We also show how our bounds can be used to compare the performance of two policies, and to help decide which policy is superior. Finally, in hardware, we bound the performance of a SOTA visuomotor diffusion policy [1] in generalizing to new environments. An early version of these results appeared in a workshop [12]. Here we substantially expand the analysis and simulation results, add hardware experiments, and add an example use-case for comparing policies. We summarize our contributions as follows:

- A novel method for computing tightness for binomial confidence intervals, specifically maximum expected shortage (the worst-case value for the average degree of underestimation of the true success rate).
- An open-source implementation for computing the binomial bounds described in the paper, which optimally trade-off between confidence, tightness, and sample size:[2](https://github.com/TRI-ML/binomial_CIs)

## II. RELATED WORK

In this section, we discuss related literature on rigorously evaluating learned robot policies. We first discuss approaches from formal methods, then discuss statistical approaches.

### A. Formal Evaluation of Learned Policies

Formal methods applied to robots with learned components can be used to evaluate open-loop policy requirements (such as state-dependent action constraints [13]) and closed-loop system requirements (such as reach-avoid constraints [14], [15], [16], [17]). These methods typically have strict limitations on the structure and complexity of the robot policy and environment model. In addition, these methods are most commonly employed in settings with deterministic environments or with bounded (set-based) uncertainties. In settings where these requirements are met, formal methods can evaluate rich closed-loop behaviors by finding certificates such as invariant sets [15], [16], Lyapunov functions [18], [19], and contraction metrics [20], [21]. However, in this paper we do not assume

---

2Sometimes also referred to as the **coverage** of the bound.

![Fig. 2: Hypothetical distributions of a lower confidence bound for an unknown probability of success $p$. High confidence levels give better chances that the $p$ we obtain is lower than $p$ (green shaded region), and tighter bounds give better chances that $p$ is close to $p$.](image-url)
access to an environment model or any particular policy structure, precluding the use of formal evaluation methods. When systems become too complex for formal evaluation, black-box validation methods are often used [22]. Statistical testing, discussed next, is one flavor of black-box validation that provides probabilistic guarantees.

B. Statistical Evaluation of Learned Policies

When constructing statistical bounds, there are trade-offs between confidence, tightness, and sample size. Related work tends to focus on the trade-off between confidence and number of samples, neglecting the important role that tightness plays in interpreting the bound. Placing statistical bounds on the performance of a learning-enabled robot from few policy rollouts is explored in [23], [24], [25], [26]. However, these works only bound particular scalar quantities such as the expected value, value-at-risk, and conditional value-at-risk of the performance distribution. We place bounds on the CDF that consider all aspects of the performance distribution. For example, policies with appealing expected performance may have unacceptable long tails of poor performance. Further, these papers do not quantify bound tightness and their bounds can require more policy rollouts than necessary to achieve the specified confidence.

Conformal prediction has been used for rigorous uncertainty quantification of robot perception components [27], [28], [29], [30] and policies [31], [32]. This research has enabled policies to attain a specified probability of task success, such as avoiding collisions or making language-based plans. However, like the other approaches in this section, (i) by bounding a quantile of the score distribution, conformal prediction bounds also ignore tails of distributions, (ii) tightness of bounds from conformal prediction is often not quantified, and (iii) conformal prediction bounds may require more samples than necessary to achieve the desired confidence level [33], [34]. In this paper we bound the entire distribution of performance, quantify bound tightness, and ensure that the number of samples used is minimal.

Confidence bounds for unknown success probabilities and CDFs are well studied with the Wald and Clopper-Pearson intervals being the most common for success probabilities [35], [8] and with the DKW inequality being the most common for CDFs [10], [11]. However, these bounds are not optimally tight and thus may require more policy rollouts than necessary. In Section IV and Section V we discuss less common yet well-established confidence bounds which optimally trade-off between confidence, tightness, and number of samples. Lastly, in Section VI-C we compare the success rates of two policies using the bounds in this paper. Common approaches which test for differences in success rates include Fisher’s and Barnard’s tests [36]. However, while such tests determine which policy performs better, they do not return confidence intervals for the individual success rates (as we do), but rather provide confidence intervals for the odds ratio. Our view is that in practice it is not enough to know which policy performs better, but it is also important to know the performance of each policy individually.

III. DISTRIBUTIONAL BOUNDS

We want to obtain worst-case bounds on the entire distribution of performance (via bounds on the CDF), rather than conventional quantities such as expected value. This approach affords a rich understanding of performance, hedging against deploying a policy with some hidden drawbacks (e.g., high expected reward but a long tail of low reward).

Consider two CDFs $F_1(x) = P(X_1 \leq x)$ and $F_2(x) = P(X_2 \leq x)$, describing the distribution of performance under two different policies. If $F_2(x) \geq F_1(x) \forall x$, then $F_2(x)$ has more probability mass on lower performance values. Therefore $F_1(x)$ is preferable to $F_2(x)$, following the standard notion of stochastic ordering [37]. If the inequality holds for some, but not all, values of $x$, we do not claim one distribution is preferable to the other. Therefore we have a partial ordering of performance based on CDFs.

An upper confidence bound $\overline{F}(x)$ on a CDF with confidence level $1 - \alpha$ satisfies

$$\mathbb{P}(\overline{F}(x) \leq F(x) \forall x) \geq 1 - \alpha. \quad (1)$$

$\overline{F}(x)$ is constructed based on the observed performance of some number of policy rollouts. Since the outcome of policy rollouts is random, $\overline{F}(x)$ is also random, leading to the bound holding probabilistically as in Eq. (1). In light of the above discussion on partial ordering of CDFs, $\overline{F}(x)$ is a worst-case bound on the distribution of performance with confidence $1 - \alpha$. Next, we give worst-case bounds for the both binary and continuous performance metrics. In the case of a binary performance metric, an upper bound on the CDF is simply a lower bound on the probability of success.

IV. CONFIDENCE BOUNDS - BINARY METRIC

We are interested in finding lower confidence bounds on the probability of success that require a minimal number of policy rollouts while achieving user-specified levels of confidence and tightness. To determine such bounds we use the approach in [37] to achieve a desired confidence level with minimal rollouts. We then introduce a computational method to achieve a desired tightness with minimal rollouts.

To find lower bounds on a policy’s success rate in a new environment, we treat the result of each policy rollout as a Bernoulli random variable $X$, where $X = 1$ denotes a success and $X = 0$ denotes a failure. Then given the results of $n$ i.i.d. policy rollouts, we construct a lower confidence bound $\underline{p}$. The number of observed successes follows a binomial distribution. Before describing the bound, we first introduce general optimality criteria for lower confidence bounds of an unknown parameter $\theta$.

A. Optimality Criteria

The standard notion of optimality for lower confidence bounds is that of being uniformly most accurate (UMA).

**Definition 1 (Uniformly Most Accurate, Eq. 3.22 of [37]):** For test statistic $T$, a lower confidence bound $\hat{\theta}(T)$ satisfying

$$\mathbb{P}_\theta[\hat{\theta}(T) \leq \theta] \geq 1 - \alpha \quad \forall \theta \quad (2)$$
and amongst all possible lower bounds \( \theta^*(T) \) minimizes

\[
P_{\theta}[\theta^*(T) \leq \theta_0] \quad \forall \theta_0 < \theta
\] (3)

is a UMA lower confidence bound at confidence level \( 1 - \alpha \). Intuitively, a UMA lower confidence bound underestimates the unknown parameter \( \theta \) by as little as possible, no matter what the actual value of \( \theta \) is. Shortage (i.e. excess width) is used to quantify the amount of underestimation,

\[
\text{shortage} = \max\{\theta - \theta_0, 0\},
\] (4)

Using the Ghosh-Pratt identity [38], [39],

\[
\text{ES}(\theta) = E_{\theta}[\text{shortage}] = \int_{\theta_0 < \theta} P_{\theta}[\theta \leq \theta_0] d\theta_0.
\] (5)

Now, since we know that a UMA lower confidence bound minimizes the integrand of Eq. (3), we can conclude that a UMA lower confidence bound also minimizes expected shortage for all values of \( \theta \). Although expected shortage is a useful quantity, it depends on the value of \( \theta \), which is unknown. To avoid any assumptions on \( \theta \), we measure tightness according to maximum expected shortage (MES),

\[
\text{MES} = \max_{\theta} E_{\theta}[\text{shortage}].
\] (6)

MES is the worst-case expected shortage over all possible parameter values \( \theta \). The notion of MES is not new [40], but it is not commonly used since the maximization in Eq. (6) can be challenging when expected shortage is not concave in \( \theta \). Next, we describe a UMA lower confidence bound for an unknown success probability and introduce the first tractable method for computing the associated MES.

### B. Optimal Binomial Bounds

In this paper we let \( \text{bin}(k,n,p) \) and \( \text{Bin}(k,n,p) \) denote the binomial probability mass function (PMF) and CDF, with \( k \) successes, \( n \) trials, and success probability \( p \). The floor function \( \lfloor x \rfloor \) rounds the argument \( x \) down to the nearest integer. Now, we define a test statistic \( T = U + \sum_{i=1}^{n} X_i \) where \( U \sim \mathcal{U}[0,1] \) and \( X_i \) are the observed successes and failures. Then \( T \) is random with probability density

\[
F_p(t) = \binom{n}{[t]} p^{[t]} (1 - p)^{n - [t]}.
\] (7)

Then, we can compute the CDF as follows,

\[
F_p(t) = \int_0^t \binom{n}{[x]} p^{[x]} (1 - p)^{n - [x]} dx \tag{8a}
\]

\[
= \text{Bin}([t] - 1, n, p) + ([t] - [t]) \cdot \text{bin}([t], n, p). \tag{8b}
\]

\( F_p(t) \) is continuous in both \( t \) and \( p \). Then, by Corollary 3.5.1 of [37], we have the UMA lower confidence bound,

\[
P[p \leq \bar{p}] \geq 1 - \alpha \tag{9a}
\]

\[
p(t) = \begin{cases} 0 & \text{if } t < 1 - \alpha \\ 1 & \text{if } t > n + 1 - \alpha \\ \bar{p}^* & \text{s.t. } F_{\bar{p}^*}(t) = 1 - \alpha \text{ otherwise.} \end{cases} \tag{9b}
\]

The bisection method can be used to solve \( F_{\bar{p}^*}(t) = 1 - \alpha \), as \( F_p(t) \) is monotonically decreasing in \( p \). Taking limits \( p \to 0^+ \) and \( p \to 1^- \), one can show that \( F_p(t) = 1 - \alpha \) has no solution when \( t < 1 - \alpha \) and \( t > n + 1 - \alpha \), we thus set \( p \) to either zero or one in these cases. This bound is well-established (see Example 3.5.2 of [37]). The Clopper-Pearson bound can be obtained by setting \( U = 0 \) in the test statistic.

Next, we compute expected shortage. A useful identity is

\[
P[p \leq \bar{p}] = P[t \leq t^*(p_0) \] (10)

where \( t^*(p_0) \) is the unique value that satisfies

\[
F_{p_0}(t^*) = 1 - \alpha \tag{11}
\]

Then, we can compute expected shortage as

\[
\text{ES}(p) = \int_0^p P[p \leq \bar{p}] dp_0 = \int_0^p P[t \leq t^*(p_0)] dp_0 \tag{12a}
\]

\[
= \int_0^p F_p(t^*(p_0)) dp_0 \tag{12b}
\]

This integral can be evaluated with standard software.

Next, we find MES via global optimization. Specifically, consider the following reformulation of expected shortage,

\[
\text{ES}(p_1, p_2) = \int_0^{p_1} F_{p_2}(t^*(p_0)) dp_0. \tag{13}
\]

In this form, expected shortage is increasing in \( p_1 \) and decreasing in \( p_2 \); this property is known as mixed monotonicity. Note that for \( p_1 = p_2 \) we recover the original function. Mixed monotonic functions can be globally optimized using the branch and bound procedure given in [9]. This approach is the first tractable method that certifiably solves the optimization needed to compute MES. We provide an open-source implementation of this UMA bound at [https://github.com/TRI-ML/binomial_CIs](https://github.com/TRI-ML/binomial_CIs).

Now, given two of the following: (i) confidence level \((1 - \alpha)\), (ii) tightness (MES), (iii) number of policy rollouts \((n)\), we can determine the third. In Fig. 3 we show how these quantities vary with one another for our bound and the Clopper-Pearson bound. Since the bound we use is UMA, it always has lower MES than Clopper-Pearson. MES computation for Clopper-Pearson is also novel. We derive the appropriate form of Eq. (12) and compute the corresponding MES using mixed monotonic programming. Lastly, one can compute a lower confidence bound on the failure probability using the same procedure, but constructing the test statistic \( T \) with failure counts rather than successes.
V. CONFIDENCE BOUNDS - CONTINUOUS METRIC

When performance is measured with a continuous metric, the policy rollouts result in i.i.d. samples from some unknown distribution of reward. This distribution may be continuous, discrete, or mixed. In this section we describe how to obtain an upper confidence bound on the CDF of this distribution. As in Section VII the CDF upper bound is constructed in such a way that given user-specified confidence level and tightness, the minimum number of policy rollouts is used to meet these specifications. The results used in this section are not novel (see [41]), but are uncommon in the statistics literature, especially as applied to robotics.

Consider an i.i.d. sample, \(X_{1:n}\) from an unknown distribution with CDF \(F(x)\). The empirical CDF is defined as

\[
F_n(x) = \frac{1}{n} \sum_{i=1}^{n} 1(X_i \leq x), \tag{14}
\]

where \(1(x)\) evaluates to 1 if \(x\) is true and 0 otherwise. A one-sided Kolmogorov-Smirnov (KS) statistic is

\[
D_n^- = \sup_x F(x) - F_n(x). \tag{15}
\]

If \(F(x)\) is continuous, then the distribution of \(D_n^-\) is

\[
\mathbb{P}(D_n^- \leq \epsilon) = 1 - \epsilon \sum_{k=0}^{\lfloor n(1-\epsilon) \rfloor} \binom{n}{k} (1 - \epsilon)^{n-k} \epsilon^k. \tag{16a}
\]

\[
w_k = \binom{n}{k} (1 - \epsilon - \frac{k}{n})^{n-k} (\epsilon + \frac{k}{n})^{k-1}. \tag{16b}
\]

Note that there is no dependence on the true \(F(x)\). Moreover, if \(F(x)\) is not continuous, then Eq. (16a) holds with \(\geq\) rather than equality. Next, note the equivalence

\[
\sup_x F(x) - F_n(x) \leq \epsilon \iff F(x) \leq F_n(x) + \epsilon \forall x. \tag{17}
\]

Then, given i.i.d. samples \(X_{1:n}\) from some \(F(x)\), we have the following upper confidence bound on the CDF,

\[
\mathbb{P}(F(x) \leq \bar{F}(x) \forall x) \geq 1 - \alpha \tag{18a}
\]

\[
\bar{F}(x) = F_n(x) + \epsilon^* \tag{18b}
\]

with \(\epsilon^*\) chosen s.t. \(\mathbb{P}(D_n^- \leq \epsilon^*) = 1 - \alpha. \tag{18c}
\]

The tightness of this bound is measured by \(\epsilon^*\), the offset from the empirical CDF. The \(\epsilon^*\) chosen by Eq. (18c) is optimal, if made any smaller then Eq. (18a) would not hold. Practical computation of \(\epsilon^*\) given \(n\) and \(\alpha\) is easily done via a bisection search. Given \(\alpha\) and \(\epsilon^*\), it is then simple to compute the minimum number of policy rollouts \(n\) needed to meet these specifications. One can also use the DKW inequality [10], [11] to obtain a similar bound, which takes the same form as Eq. (18c) except with \(\epsilon^* = \sqrt{-\ln \alpha/(2n)}\). However, the DKW bound is always less tight as shown in Fig. 4.

VI. EXPERIMENTS

We demonstrate our approach to evaluating BC policies in both simulation and real-world robotic manipulation settings. The performance of BC policies in OOD settings is hard to predict since it is difficult to characterize what aspects of the policy are invariant or sensitive to particular distribution shifts. This motivates the need for rigorous statistical evaluation. Thus, all our experiments evaluate policies in OOD settings. In simulation, we run many evaluations and show the empirical confidence and tightness of the bounds agree with the theory. In hardware, we (i) investigate the degree to which a learned policy generalizes to OOD settings, and (ii) compare the OOD generalization of two learned policies. Our approach requires i.i.d. performance scores; a sufficient (but not necessary) condition to ensure this is for the initial observations to be i.i.d. from some (potentially unknown) distribution. In simulation, this can be trivially satisfied. In hardware, we took efforts to minimize the impact of any time-varying conditions that may undermine this assumption. Because our bounds are strictly tighter than those of Clopper-Pearson and DKW, we report the results for our bounds only.

A. Simulation Results

We consider five diffusion policies from [1] for visuomotor robot manipulation that have shown recent SOTA performance, each trained for a separate task. Fig. 5 shows snapshots of each task in the training environments.

After training, we modified each environment as follows,

- **Can**: Changed the color of the can to lime green, and the color of the floor to beige.
- **Lift**: Changed the cube color to blue.
- **Square**: Changed the square color to tan.
- **Tool Hang**: Changed the wall color to floral white.
- **Transport**: Changed the color of the cube to lime green and the color of the lid handle to silver.

In Fig. 6 we show our simulation results. To obtain accurate estimates of the true in-distribution (ID) (orange) and OOD...
The bounds we find support our hypotheses, and importantly also inform us as to the degree of performance we can assert at a 95% confidence level. If a user requires a 60% success rate, then we could assert with 95% confidence that the benign setting is suitable for deployment whereas we could not for the harmful setting. We may then choose to retrain the policy with data from this setting and re-evaluate.

C. Comparing the Generalization of Two Policies

In this experiment we compare the performance of two learned visuomotor manipulation policies. Specifically, we apply our statistical bounds to the recent results from [43], where the authors compare their RT-2 policy to a VC-1 policy in three settings designed to test emergent capabilities in symbol understanding, reasoning, and human recognition. We compute a lower confidence bound on the success rate of the RT-2 policy ($p_{\text{RT-2}}$) and an upper confidence bound on the success rate of the VC-1 policy ($\overline{p}_{\text{VC-1}}$). Note, $\overline{p}_{\text{VC-1}} = 1 - \underline{p}_{\text{VC-1}}$ where $\underline{p}_{\text{VC-1}}$ is a lower confidence bound on the failure rate. We construct the bounds with confidence level 0.975, to ensure a joint confidence level of 0.95,

$$\mathbb{P} \left[ p_{\text{RT-2}} \in [\underline{p}_{\text{RT-2}}, 1] \cap p_{\text{VC-1}} \in [0, \overline{p}_{\text{VC-1}}] \right] \geq 0.95. \quad (19)$$

Then, if $\underline{p}_{\text{VC-1}} < \underline{p}_{\text{RT-2}}$ (disjoint bounds), we conclude that the RT-2 policy outperforms the VC-1 policy. Furthermore, the chances we come to this conclusion incorrectly are $\leq 5%$.

In Fig. 8 we show the bounds for each policy in each evaluation setting. We find in each case there is enough evidence to conclude (at a 95% confidence level) that the RT-2 policy outperforms the VC-1 policy. For some settings the gap between the bounds is larger, this may be due to the actual success rates being further apart, or an effect of sample size. With separate bounds for each policy, we can also conclude how well each policy performs individually, an important aspect that Fisher’s exact test does not provide [36]. Finally, this approach easily extends to the case of continuous rewards. A lower bound on the CDF is computed similarly to an upper bound by noting that $D^+_{n}(x) = \sup_{x} F(x) - F(x)$ has the same distribution as $D^-_{n}$ (Eq. (16)) [41].

VII. Conclusion

We build upon classical statistical techniques to rigorously evaluate BC policies. We use worst-case confidence bounds to measure policies’ OOD generalization of to unseen environments. For binary and continuous performance metrics, we place confidence bounds on the entire distribution (i.e. CDF) of a policy’s performance. These bounds hold with a user-specified confidence level, tightness, and are constructed from as few policy rollouts as necessary. For binary performance metrics, we introduce a solution for tractably evaluating the tightness via mixed-monotonic programming. Finally, in three experiments we show both the validity of our approach as well as how the approach can be used to make judgements about policy generalization in OOD settings.

In this paper, the number of policy rollouts is determined by a budget or by constraints on confidence and tightness. However, our ideas can be extended to use confidence sequences where the number of rollouts is not determined

<table>
<thead>
<tr>
<th></th>
<th>Confidence</th>
<th>Expected Shortage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Theory</td>
<td>Bin. Cont.</td>
</tr>
<tr>
<td></td>
<td>Theory</td>
<td>Bin. Cont.</td>
</tr>
<tr>
<td>can</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td>lift</td>
<td>0.95</td>
<td>0.94</td>
</tr>
<tr>
<td>square</td>
<td>0.95</td>
<td>0.90</td>
</tr>
<tr>
<td>tool hang</td>
<td>0.95</td>
<td>0.97</td>
</tr>
<tr>
<td>transport</td>
<td>0.95</td>
<td>0.96</td>
</tr>
</tbody>
</table>
Fig. 6: Visualizations of the confidence bounds for each task. Each plot shows the OOD reward distribution (purple), Monte Carlo estimates of this distribution (gray), our confidence bounds for this distribution (blue), and the ID reward distribution (orange). We use 1000 rollouts to accurately estimate the OOD and ID reward distributions. We observe that the bounds appropriately bound the OOD reward distribution $\sim 95\%$ of the time, while a Monte Carlo estimate is overly optimistic $\sim 50\%$ of the time (since the Monte Carlo estimates are unbiased). From the ID reward distribution we can see that the distribution shifts in the Can and Square environments were harmful while the other shifts were benign.

Fig. 7: Snapshots of the environments used in Section VI-B. The robot is trained to pour the ice from the red cup into the sink. Four out of 50 initial conditions are shown for each OOD setting.

Fig. 8: Confidence intervals for success rates of RT-2 (blue) and VC-1 (purple) policies. For each setting, the intervals are disjoint and we conclude, with 95\% confidence, that RT-2 outperforms VC-1. For each policy and setting we also show # successes / # trials and the corresponding empirical success rates (dashed black).

beforehand [44]. It may save on testing costs to stop running policy rollouts when enough evidence has been collected to conclude that the policy surpasses some performance threshold. Another direction is to evaluate performance during a single policy rollout, rather than multiple i.i.d. rollouts. As a final remark, the utility of any statistical analysis depends on the researchers being forthright in their data collection, assumptions/modeling, and interpretation of significance [45].
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