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Abstract—We consider learning the dynamics and measurement model parameters of a graph-based Markov decision process (GMDP) given a history of measurements. Graph-based models have been used in modeling many data-based applications, such as recognition tasks, disease epidemics, forest wildfires, freeway traffic, and social networks. We leverage the Expectation-Maximization framework and develop an algorithm that optimizes the measurement likelihood and has favorable complexity for large models. In contrast to prior work, we directly consider GMDPs with significantly large discrete state spaces, arbitrary coupling structure, and long measurement sequences. We also consider a special structural property called Anonymous Influence, which we use to test hypotheses and gain insights into the data. We demonstrate the effectiveness of our learning algorithm by considering two real-world data sets, on the 2020 Novel Coronavirus (COVID-19) pandemic in California and on user interactions on Twitter. Our results show that the learned GMDP models better explain the data compared to an uncoupled model assumption.

Index Terms—Learning, Markov processes, optimization, social networks, stochastic/uncertain systems.

I. INTRODUCTION

In this work, we address the model learning problem for a class of discrete time and discrete space structured models known as graph-based Markov decision processes (GMDPs). Many application domains have been modeled as a structured system of interacting Markov processes, such as recognition tasks [1], [2], biomedical data [3]–[5], disease epidemics [6], [7], forest wildfires [6], freeway traffic [8], music theory [9], [10], and social networks [11]–[14]. Structured Markov models have a number of benefits over standard Markov model formulations as well as other stochastic process modeling frameworks. First, structured representations can directly incorporate prior information about the process that generated the time series data. Second, with respect to other frameworks, there is significant research on using structured Markov models, e.g., for optimal control [15]–[17] or inference [7], which allow them to be deployed in real-world applications.

Our prior work has further developed algorithms for various applications based on GMDPs. Specifically, we previously developed methods for the optimal control problem with capacity constraints [6], [18], for online state estimation [19], and for constrained control under measurement uncertainty [20]. In addition, we considered applying a cooperative team of autonomous robots to a process modeled by a GMDP [21], [22]. In these works, we assumed prior knowledge of the parameters of the dynamics and measurement models, as well as the graph structure. In this work, we assume the graph is known, and we consider learning the dynamics and measurement model parameters from data. Therefore, by developing the model learning algorithm described in this paper, we complete a full algorithmic framework for controlling GMDPs in a practical setting, consisting of model learning, state inference, and optimal control.

For the graph-based models we consider in this work, each vertex in the graph corresponds to a standard MDP and edges between vertices indicate the coupling interactions which influence the dynamics of MDPs. A measurement model is also associated with each MDP, which describes the likelihood of observing different states of the MDP. We specifically consider GMDPs with a property commonly found in large-scale models, called “Anonymous Influence.” A GMDP has the Anonymous Influence property if the state dynamics of the constituent MDPs are based on the number of neighbor MDPs in particular states and not the identity of the neighbor MDPs. Furthermore, using Anonymous Influence allows us to develop structured experiments to investigate different influence structures that may exist in real-world data. For example, to what extent does confirmation bias play a role in user activity and interactions in social networks? For a disease epidemic,
does intra-community or inter-community transmission play a bigger role in daily case counts? We design experiments to evaluate hypotheses like these and gain insight into the data.

Learning algorithms for structured Markov models, and in particular graph-based Markov models, have been previously developed in literature and we review the relevant prior work in the next section. For the most part, relevant prior methods have focused mainly on relatively simple coupled models, e.g., few number of individual processes, or exploiting additional structure, e.g., conjugate or differentiable distributions. In contrast, we consider arbitrarily coupling between the discrete state dynamics of MDPs when there is potentially a large number of MDPs in the GMDP. Our approach is based on the Expectation-Maximization (EM) framework which leads to an approximately-optimal method with favorable complexity for large GMDPs.

The main contributions of this work are: (1) we develop a tractable learning algorithm for GMDPs with very large state spaces, based on the EM framework; (2) we apply Anonymous Influence to two real-world domains with publicly available data; (3) we show in our results that our algorithm learns meaningful models, which validates our modeling and framework assumptions; and (4) we show that the GMDP framework can describe different domains without significant hand-tailoring of models, as typically required in prior work.

The remainder of this paper is organized as follows. We review relevant related work in Section II. In Section III, we review the GMDP framework and the related learning problem, describe the Anonymous Influence property, and present models for the COVID-19 pandemic in California and user interactions on Twitter. In Section IV, we first provide background on the EM framework and the complexity of the standard approach. We then derive our approximate EM method and discuss the resulting complexity. In Section V, we introduce performance metrics for evaluating learned models, provide details on two real-world data sets, and demonstrate the benefits of our approach over an uncoupled model assumption. We provide concluding remarks in Section VI.

II. RELATED WORK

Model learning algorithms have been presented in literature for a variety of application domains and modeling assumptions, and we are particularly interested in discrete structured Markov models. An equivalent standard hidden Markov model (HMM) formulation can be created from a GMDP model, by taking the product space of the individual MDP state and measurement spaces. From there, standard approaches in literature can be leveraged, e.g., Baum-Welch [23], Expectation-Maximization (EM) [24], and mean-field networks [25]. However, these methods quickly become intractable for moderately sized GMDPs due to the significantly large discrete state space of the overall GMDP, as there is an exponential dependence on the number of constituent MDPs. To address this challenge, the factorial HMM (FHMM) [9] and the coupled HMM (CHMM) [1] frameworks have been formulated, along with suitable methods to leverage model structure.

Several optimization frameworks have been applied to the learning problem for FHMMs and CHMMs, starting with approximate EM techniques [9] which were later expanded upon [26], [27]. Notably, the FHMM framework [9] consists of coupling only between the measurements of the individual HMMs, and the state dynamics are independent. Other work expanded on this formulation by considering structured state couplings, such as a hierarchical coupling structure [10] and a convex combination of simpler models [27]. While these works are less general cases of the models we consider, they still provide useful insight into parameter learning techniques.

The CHMM framework, in contrast, directly considers coupling interactions in the state dynamics, and initial learning methods were efficient techniques in the EM framework [1]. CHMMs quickly became popular for many applications and several techniques were developed, such as sampling methods [4], [8], neural networks [2], and variable clustering [8]. Many methods require a structured coupling model, such as a linear combination of marginal probabilities [3]. Notably, Raghavan et al. [12] proposed a simple CHMM consisting of two HMMs to model a social network, where one is a single user and the other is a sufficient statistic representing the influence exerted by other users. Although this sufficient statistic is a similar idea to using Anonymous Influence, this approach must be applied to each user sequentially which results in approximating the graph structure and the spread of influence. In contrast, we consider all users simultaneously to accurately describe the spread of influence, and our approach can be viewed as a generalization of the ideas proposed in [12]. Typically, prior work on CHMMs consider only a few interacting HMMs, whereas we consider GMDPs with a significantly large number of MDPs. Specifically, we consider models with tens to hundreds of MDPs. Even if each MDP has relatively few states, the resulting state space of the GMDP is intractable to enumerate, e.g., a GMDP consisting of 100 MDPs each with 3 states has \(10^{47}\) total states.

Few works have directly considered the more general case of GMDPs, especially for the learning problem. Notably, Dong et al. [7] develop a Gibbs sampling strategy for a specific graph-based epidemiology model, which relies on conjugate distributions and sparse graph structure. The authors use a relatively smaller graph-based model than the ones we consider, and acknowledge the difficulty in generalizing this approach to other processes. A sampling-based method is computationally infeasible for our models without introducing more structure and assumptions, due to the large discrete state space of GDMPs. We specifically aim to address GMDPs with a large number of MDPs and arbitrary coupling structure, and therefore we leverage the EM framework. Finally, we note that other works that consider different models for coupled stochastic systems, such as other Markov model formulations [11], [13] and stochastic differential equations [14], are typically formulated for a specific application. In contrast, we wish to consider a more general class of models to draw connections between many different domains, and to provide additional insight and theoretical analysis.

In the next section, we review the GMDP framework, discuss the Anonymous Influence property, and introduce models for the COVID-19 pandemic in California and user interactions on Twitter.
Fig. 2. (top) An example GMDP consisting of three vertices, each of which represents an MDP, where arrows indicate the mutual influence between MDPs. (bottom) The underlying graphical model of the example GMDP, where arrows indicate influence between time steps.

III. MODELING

A. Graph-based Markov Decision Processes

We first describe the graph-based Markov decision process (GMDP) framework [7], [16]. Let $G = (\mathcal{V}, \mathcal{E})$ be an undirected graph with vertex set $\mathcal{V} = \{1, \ldots, n\}$ containing $n$ vertices and edge set $\mathcal{E} \subseteq \mathcal{V} \times \mathcal{V}$. In the standard GMDP model, each vertex $i \in \mathcal{V}$ corresponds to an MDP with latent state $x_i^t \in \mathcal{X}_i$, action $a_i^t \in \mathcal{A}_i$, and measurement $y_i^t \in \mathcal{Y}_i$ at time $t$. For the GMDP models we consider in this work, we drop the action model which generalizes to many different domains, and we plan to consider structure learning methods in future work.

One goal in the model learning problem is to determine the parameters of the dynamics model for every MDP in a GMDP. We represent the dynamics as a time-invariant matrix $\Lambda_i \in \mathbb{R}^{|\mathcal{X}_i| \times |\mathcal{X}_i|}$. The rows of this matrix must sum to one to represent the dynamics model of an MDP. We use brackets and subscripts to refer to specific elements (or locations) of matrices representing the dynamics, e.g.,

$$p_i(x_{i+1}^t \mid x_i^t, x_{N(i)}^t) = [\Lambda_i]_{x_{i+1}^t, x_{N(i)}^t} x_i^t + 1$$

refers to the probability of MDP $i$ transitioning from state $x_i^t$ to $x_{i+1}^t$, given the state of its neighbors $x_{N(i)}^t$. The dynamics without control for the aggregate state $x^t$ describing the combination of all MDP states is then,

$$p(x^{t+1} \mid x^t) = \eta \prod_{i \in \mathcal{V}} p_i(x_{i+1}^t \mid x_i^t, x_{N(i)}^t)$$

where $\eta$ is a normalization constant. Measurements for each MDP are conditionally independent given the state of the underlying MDP,

$$p_i(y_i^t \mid x_i^t).$$

For this work, another goal of the model learning problem is determining the parameters of the measurement model for every MDP in a GMDP and we specifically consider the case of a continuous distribution and real-valued measurements $y_i^t$ for (2). The measurement likelihood for the aggregate state is described by the distribution,

$$p(y^t \mid x^t) = \prod_{i \in \mathcal{V}} p_i(y_i^t \mid x_i^t).$$

We provide details of the specific measurement models we use in our case studies in Sections III-C and III-D.

For the remainder of this paper, we represent summing out (i.e., marginalizing) all MDP latent states from a distribution by $\sum_{x^t} = \sum_{x_1^t} \cdots \sum_{x_n^t}$. The marginalization of a subset of variables is specified in the summation, e.g., marginalizing out a neighbor set is $\sum_{x_{N(i)}}$. We assume the data consists of a sequence of measurements for each vertex over the set of uniformly-spaced time steps starting at $t = 2$ and ending at time $t = T$, i.e., the data is $\{y_i^t : i \in \mathcal{V}, t \in [2, T]\}$. We use the notation $y_i^{2:T}$ to refer to the measurements for vertex $i$ and the notation $y_N^{2:T}$ to refer to the measurements for all vertices. Likewise, we use $x_i^{1:T}$ and $x_{N}^{1:T}$ to refer to state trajectories for a single vertex and for all vertices, respectively. Note that an initial belief $p_i(x_{i}^{1})$ is specified prior to the first measurement.
Our goal in the model learning problem is to maximize the log-likelihood of the measurements over the set of dynamics and measurement model parameters. Formally, we seek the parameters \( \theta = \{ \Lambda_i, p(y_i^t \mid x_i^t) \mid i \in \mathcal{V} \} \) which maximize,
\[
\log p_\theta(y^{2:T}) = \log \sum_{x^{1:T}} p_\theta(y^{2:T}, x^{1:T}),
\]
where the joint probability of the measurements and state trajectories is given by,
\[
p_\theta(y^{2:T}, x^{1:T}) = \prod_{i \in \mathcal{V}} p_i(x_i^1) \prod_{t=2}^T p_i(x_i^t \mid x_{i,N(i)}^{t-1}, x_{\mathcal{N}(i)}^{t-1}) p(y_i^t \mid x_i^t).
\]

We use the notation \( p_\theta \) to explicitly indicate the dependence of the joint probability on the unknown model parameters \( \theta \). We emphasize here that maximizing this objective is intractable as it requires enumerating all possible trajectories of the aggregate state, \( x^{1:T} \). In particular, we consider GMDPs with significantly large state spaces and potentially long measurement sequences. Therefore, we consider approximations within the Expectation-Maximization framework to develop an approach with favorable complexity for large GMDPs, as we discuss in Section IV. Next, we provide details on a common structural property in GMDPs known as Anonymous Influence.

\[ B. \text{Anonymous Influence} \]

We consider the case where (2) is based on the number of neighbors in particular states, rather than the identity of these neighbors. This property is called “Anonymous Influence” and we summarize the relevant ideas [28], [29].

We use \( I(x_i = j) \) to represent the indicator function which equals one when \( x_i = j \) and zero otherwise. For a set of \( n \) discrete variables \( x_i \in \{0, 1, \ldots, D \} \in \mathbb{Z}_{\geq 0} \), the count aggregator (CA) is a vector \( z = \sum_{x_i=0}^D I(x_i = j) \) and \( j \in \{0, 1, \ldots, D\} \). A mixed-mode function (MMF) uses a CA, as well as other discrete arguments not part of a CA, and maps to the real numbers \( \mathbb{R} \).

For a GMDP where all MDPs have the same discrete domain \( x_i^t \in \{0, 1, \ldots, D\} \), the dynamics (2) for each MDP requires specifying (at most) \( (D+1)^{|\mathcal{N}(i)|+1} \) values. If a CA \( z_i^t \) is used to represent the influence of other MDPs, then (2) can be represented by a MMF,
\[
p_i(x_{i,t+1}^t \mid x_i^t, x_{\mathcal{N}(i)}^t) = p_i(x_{i,t+1}^t \mid x_i^t, z_i^t).
\]
This formulation requires specifying (at most) \( (D+1)^2 \cdot \binom{|\mathcal{N}(i)|}{2} \) values, where \( \binom{n}{2} \) is the binomial coefficient, and is typically a significant reduction. For the models in this work, each MDP has the same state space and uses the same CA definition for its dynamics. In general, each MDP can have a unique state space and CA definition, and use an MMF where the identity of some neighbors is important. Given the complexity of developing a model learning algorithm, we present relatively simple models to illustrate the key aspects of GMDPs and Anonymous Influence, and we are developing experiments to investigate different model formulations in future work. We illustrate the Anonymous Influence property in the discussion of our COVID-19 and Twitter models, which we present next.

\[ C. \text{Case Study: COVID-19 Pandemic in California} \]

We use a GMDP to describe the spread of the Novel Coronavirus (COVID-19) in California, USA in 2020, which is used in our model fitting algorithm. We use an undirected graph to represent California, where each vertex \( i \in \mathcal{V} \) corresponds to a county and there are 58 total counties. Edges between counties indicate major transportation connections; see Fig. 1. The state of each county \( x_i^t \) has one of four values, \( \mathcal{X}_i = \{1, 2, 3, 4\} \), which is an Alert Level corresponding to the current level of risk and number of cases. The state dynamics of each county are influenced by the count aggregator (CA),
\[
b_i^t = \sum_{j \in \mathcal{N}(i)} I(x_j^t \in \{3, 4\}),
\]
which corresponds to the number of neighbors above Alert Level 2. For a given county \( i \), the quantity \( b_i^t \) can take on \( |\mathcal{N}(i)| + 1 \) values, \( b_i^t \in \{0, 1, \ldots, |\mathcal{N}(i)|\} \). Therefore, the county dynamics can be represented by a matrix \( \Lambda_i \in \mathbb{R}^{(|\mathcal{N}(i)|+1) \times 4} \), where each row must sum to one.

We use publicly available health data in order to learn the state dynamics and measurement likelihood parameters. The data consists of a daily case count for all 58 counties in California, normalized by county population, from March 18th, 2020 to October 28th, 2020 [30]. The model has 10^{34} total states and \( T = 226 \) time intervals. The initial belief of each county is based on the first observed case count. If there are a non-zero number of initial cases, \( y_i^2 > 0 \), the belief is,
\[
p_i(x_i^1) = \begin{cases} \frac{y_i^2}{2} & \text{if } x_i^1 = \text{Alert Level 2}, \\ 0.2 & \text{otherwise}. \end{cases}
\]
If there are no initial cases, \( y_i^2 = 0 \), then the belief is,
\[
p_i(x_i^1) = \begin{cases} 0.4 & \text{if } x_i^1 = \text{Alert Level 0}, \\ 0.2 & \text{otherwise}. \end{cases}
\]

The measurement model is based on the Normal distribution,
\[
p_i(y_i^t \mid x_i^t = s) = \text{Normal}(y_i^t; s, \sigma_{is}) = \sigma_{is}^{-1}(2\pi)^{-1/2} \exp \left( -\frac{1}{2}(y_i^t - s)^2 \sigma_{is}^{-2} \right),
\]
where the mean of the Normal distribution is the state value, \( x_i^t \in \mathcal{X}_i = \{0, 1, 2, 3\} \), and the standard deviation associated with each state value are the unknown parameters, \( \{\sigma_{is} \in \mathbb{R} \mid s \in \mathcal{X}_i, i \in \mathcal{V}\} \). Furthermore, we also scale the measurements by a constant \( c = 4000 \), to correlate the Alert Level of a county with the expected number of daily cases scaled by population.

For our COVID-19 model, the unknown parameters are the dynamics model and the standard deviations in the measurement model for each county. Therefore, the model parameters for this GMDP are \( \theta = \{\Lambda_i, \sigma_{is} \mid \forall i \in \mathcal{V}, s \in \mathcal{X}_i\} \).
D. Case Study: User Interactions on Twitter

We also consider a social network model for our model fitting algorithm, which is based on Twitter interactions. We use an undirected graph to represent different users and connections between users. Each vertex \( i \in \mathcal{V} \) corresponds to a unique user, and an edge exists between users \( i \) and \( j \) if user \( i \) interacts with user \( j \), e.g., through mentioning or retweeting. The state of each user \( x_i^t \) has one of five values,

\[
\mathcal{X}_i = \{--, -, o, +, ++\} = \text{\{negative, leaning negative, neutral, leaning positive, positive\}},
\]

which corresponds to the user’s opinion on a given topic. Each user’s dynamics is influenced by the count aggregator (CA),

\[
b_i^t = \sum_{j \in \mathcal{N}(i)} \mathbb{I}(x_j^t \neq o),
\]

which corresponds to the number of neighbors which are not neutral on the topic. The quantity \( b_i^t \) can take on \(|\mathcal{N}(i)| + 1\) values, \( b_i^t \in \{0, 1, \ldots, |\mathcal{N}(i)|\} \). The dynamics for each user can then be represented by a transition matrix \( \Lambda_i \in \mathbb{R}^{5(|\mathcal{N}(i)|) + 1} \times 5 \), where each row sum must be one. We collect publicly available tweets on a single topic in order to learn the state dynamics and measurement likelihood parameters.

We discretize time into eight hour intervals, and for each interval, the data consists of the number of tweets posted and the sentiment of the tweets. We use an off-the-shelf text classifier [31] to generate tweet sentiment, and the measurement model is based on the Geometric and Normal distributions,

\[
p_i(y_i^t \mid x_i^t = s) = \text{Geometric}(m_i^t; h_i^t) + \text{Normal}(d_i^t; s \mathbf{I}_{m_i^t}, \sigma_{is} \mathbf{I}_{m_i^t})
\]

\[
= (1 - h_i^t) h_i^m_t (2\pi)^{-m_i^t/2} |\sigma_{is}^2 \mathbf{I}_{m_i^t}|^{-1/2} \exp \left(-\frac{1}{2}(d_i^t - s \mathbf{1}_{m_i^t})^T (\sigma_{is}^2 \mathbf{I}_{m_i^t})^{-1}(d_i^t - s \mathbf{1}_{m_i^t})\right),
\]

where \( m_i^t \geq 0 \) is the number of tweets posted, \( h_i^t \in [0, 1] \) is the user posting rate, and \( d_i^t \in \mathbb{R}^{m_i^t} \) represents the tweet sentiments arranged as a vector. In addition, \( \mathbf{I}_k \) refers to the \( k \times k \) identity matrix, \( \mathbf{I}_k \) refers to the \( k \)-dimensional vector of ones, and we use \( \mathbb{T} \) to indicate the transpose. For intervals where a user does not post, \( m_i^t = 0 \), the observation model reduces to \( p_i(y_i^t \mid x_i^t = s) = 1 - h_i^t \). We translate the user states into discrete values in order to use them as the means of the Normal distribution, \( x_i^t \in \mathcal{X}_i = \{--, -, o, +, ++\} = \{-0.5, -0.25, 0, 0.25, 0.5\} \), as text sentiment is restricted to the interval \([-1, 1] \). In the measurement model, the unknown parameters are the posting rate and the standard deviation associated with each user state, \( \{h_i, \sigma_{is} \in \mathbb{R} \mid s \in \mathcal{X}_i, i \in \mathcal{V}\} \).

Our data set consists of tweets on the topic of fake news from February 6th, 2017 to March 18th, 2017 [32]. We remove users with less than 50 total tweets to ensure each user has enough data to learn an accurate model of their posting behavior. We also remove tweets with a sentiment in the interval \([-0.05, 0.05]\) to eliminate tweets with an undetermined sentiment, which would incorrectly indicate that a user is neutral on a topic. Overall, the data consists of 470 users with 41,034 total tweets over \( T = 112 \) time intervals. The model has 10,328 total states, and the initial belief for each user is uniform over the user states. Finally, we limit the number of neighbors for each user to at most five, and then add edges to the three users with the most tweets. We use this process to consider the effect of users seeing activity on the topic without explicitly responding or mentioning the top posters.

For our Twitter model, the unknown parameters are the dynamics model and the standard deviation and posting rate parameters in the measurement model for each user. Therefore, the model parameters for this GMDP are \( \theta = \{\Lambda_i, h_i, \sigma_{is} \mid \forall i \in \mathcal{V}, s \in \mathcal{X}_i\} \). In the next section, we develop our novel model learning algorithm for GMDPs.

IV. APPROXIMATE EXPECTATION-MAXIMIZATION LEARNING FRAMEWORK

As we discussed in Section III-A, we consider optimizing the log-likelihood of the measurements \( y^{2:T} \) over the set of state dynamics and measurement model parameters \( \theta \),

\[
\text{maximize } \log p_\theta(y^{2:T}) = \text{maximize } \sum_{x^{1:T}} p_\theta(y^{2:T}, x^{1:T}),
\]

which requires marginalizing all possible state sequences for every vertex in the graph from the joint probability distribution (7). As a result, exactly computing this maximization is intractable. Instead, a lower bound on this objective can be generated by using Jensen’s inequality with a distribution over state trajectories \( Q(x^{1:T}) \),

\[
\log \sum_{x^{1:T}} p_\theta(y^{2:T}, x^{1:T}) \geq \sum_{x^{1:T}} Q(x^{1:T}) \log p_\theta(y^{2:T}, x^{1:T}) - \sum_{x^{1:T}} Q(x^{1:T}) \log Q(x^{1:T}) = f(Q, \theta).
\]

We emphasize the dependence of the joint probability on the unknown model parameters \( \theta \) with the notation \( p_\theta \). The lower bound \( f(Q, \theta) \) can alternatively be written,

\[
f(Q, \theta) = \mathbb{E}_Q \left[ \log p_\theta(y^{2:T}, x^{1:T}) \right] - \mathbb{E}_Q \left[ \log Q(x^{1:T}) \right],
\]

where \( \mathbb{E}_Q \) indicates the expectation taken with respect to the distribution \( Q(x^{1:T}) \). The Expectation-Maximization algorithm (EM) [24] performs coordinate ascent in \( f(Q, \theta) \),

**Expectation (E-step):** \( Q^{k}(x^{1:T}) \leftarrow \text{arg max}_Q f(Q, \theta^k) \)

**Maximization (M-step):** \( \theta^{k+1} \leftarrow \text{arg max}_\theta f(Q^k, \theta) \)

We use superscripts to denote estimates of the distribution \( Q \) and the parameters \( \theta \) computed during iterations of the EM algorithm, e.g., \( \theta^k \) refers to the \( k \)-th estimate of the model parameters. In the standard EM algorithm, the E-step has a closed-form solution. The maximum for the E-step objective \( f(Q, \theta^k) \) is achieved by choosing the conditional distribution of \( x^{1:T}, Q(x^{1:T}) = p_{\theta^k}(x^{1:T} \mid y^{2:T}) \), at which point the lower
bound becomes an equality for a given \( \theta^k \). Then, for the M-step, the parameter update is the well-known result,
\[
\theta^{k+1} \leftarrow \arg \max_{\theta} \sum_{x^{1:T}} p_{\theta^k}(x^{1:T} \mid y^{2:T}) \log p_0(y^{2:T}, x^{1:T}).
\]

For the models we consider in this work, the standard approach is computationally intractable as it requires computing the conditional distribution \( p_{\theta^k}(x^{1:T} \mid y^{2:T}) \) for the E-step, as well as marginalizations of this distribution for the M-step. For example, in our Twitter model, this distribution requires specifying on the order of \( 10^{30000} \) values. Our insight is that a mean-field approximation in the E-step results in an efficient algorithm that still incorporates the key properties and structure of GMDPs. Using this approximation, the resulting coordinate-ascent algorithm indirectly optimizes the log-likelihood of the data, and the inequality is no longer tight in the E-step. We show in our results in Section V that this approach scales to significantly large GMDPs and learns meaningful models.

### A. Approximate Expectation Step (E-Step)

We begin by developing a tractable E-step which is scalable to GMDP models with arbitrary coupling interactions. Given an estimate of the model parameters \( \theta^k \), we approximate the true distribution over state trajectories \( p(x^{1:T}) \) by a mean-field approximation \( Q(x^{1:T}) \) which considers each MDP \( i \in V \) as an independent process given the observations,
\[
Q(x^{1:T}) = \frac{1}{Z_Q} \prod_{i \in V} p_i(x_1^i) \prod_{t=2}^T Q_i(x_t^i \mid x_{t-1}^i) p_i(y_t^i \mid x_t^i),
\]
where \( Z_Q \) is a normalization constant,
\[
Z_Q = \sum_{x^{1:T} \in V} \prod_{i \in V} p_i(x_1^i) \prod_{t=2}^T Q_i(x_t^i \mid x_{t-1}^i) p_i(y_t^i \mid x_t^i).
\]

We specify \( Q_i \) as a time-varying matrix \( \phi_i^t \in \mathbb{R}^{|\mathcal{X}_i| \times |\mathcal{X}_i|} \),
\[
Q_i(x_t^i \mid x_{t-1}^i) = [\phi_i^t]_{x_{t-1}^i, x_t^i},
\]
and we refer to \( \phi_i^t \) as a “time-varying bias.” By inspection of the joint probability (7), the bias term for each MDP \( i \in V \) will need to incorporate information from the MDP’s neighbors \( j \in \mathcal{N}(i) \) (i.e., the MDP’s Markov blanket), to represent the MDP as an independent process given the observations. We emphasize here that the mean-field form (14) of \( Q(x^{1:T}) \) is the key approximation in the EM framework, which allows us to derive an efficient E-step and M-step that scale to large GMDPs. We show at the end of this section that exploiting Anonymous Influence further improves the computational complexity, although our algorithm can still be used without this property.

The parameters which define the approximate distribution \( Q(x^{1:T}) \) are \( \psi = \{\phi_i^t \mid i \in V, t \in [2, T]\} \). Substituting this form of \( Q(x^{1:T}) \) into the lower bound (13) yields,
\[
f(Q, \theta^k) = \log Z_Q - \mathbb{E}_Q \left[ \sum_{i \in V} \log p_i(x_t^i) \right] + \mathbb{E}_Q \left[ \sum_{i \in V} \log p_i(x_t^i) + \sum_{i \in V} \sum_{t=2}^T \log p_i(y_t^i \mid x_t^i) \right] + \mathbb{E}_Q \left[ \sum_{i \in V} \sum_{t=2}^T \log Q_i(x_t^i \mid x_{t-1}^i) + \sum_{i \in V} \sum_{t=2}^T \log p_i(y_t^i \mid x_t^i) \right] - \mathbb{E}_Q \left[ \sum_{i \in V} \sum_{t=2}^T \log Q_i(x_t^i \mid x_{t-1}^i) + \sum_{i \in V} \sum_{t=2}^T \log p_i(y_t^i \mid x_t^i) \right],
\]
where \( \mathbb{E}_Q \) refers to expectation taken with respect to the approximate distribution \( Q(x^{1:T}) \). Notably, several terms cancel in the above expression, due to our choice of approximation. As a result, the E-step objective can be further simplified to,
\[
f(Q, \theta^k) = \log Z_Q + \sum_{i \in V} \sum_{t=2}^T \mathbb{E}_Q \left[ \log p_i(x_t^i \mid x_{t-1}^i, x_{t-2}^i) - \log Q_i(x_t^i \mid x_{t-1}^i) \right],
\]
where we have also moved the summations outside the expectation. Given this E-step objective, the goal is to derive a tractable update expression of the distribution parameters \( \psi \) given an estimate of the model parameters \( \theta^k \). We begin by working out the expectations in order to understand the dependence of the objective on the distribution parameters. The first expectation is,
\[
\mathbb{E}_Q \left[ \log p_i(x_t^i \mid x_{t-1}^i, x_{t-2}^i) \right] = \sum_{x_{t-1}^i} \sum_{x_{t-2}^i} \psi(x_{t-1}^i, x_{t-2}^i \mid y_2^T) \log [\Lambda_i]_{x_{t-2}^i, x_{t-1}^i, x_t^i}. \]

For each MDP \( i \in V \), computing this expectation requires the state occupation probabilities given the measurements, \( \psi(x_{t-1}^i, x_t^i \mid y_2^T) \) and \( \psi(x_{t-2}^i \mid y_2^T) \), and the MDP dynamics model \( \Lambda_i \). Note that an estimate of the model parameters \( \theta^k \), including \( \Lambda_i \), is given for the E-step. We use the notation \( \psi \) to emphasize that these distributions are based on the time-varying biases \( \psi = \{\phi_i^t \mid i \in V, t \in [2, T]\} \) which define the approximate distribution, \( Q(x^{1:T}) \).

The second expectation works out to,
\[
\mathbb{E}_Q \left[ \log Q_i(x_t^i \mid x_{t-1}^i) \right] = \sum_{x_{t-1}^i} \sum_{x_t^i} \psi(x_{t-1}^i, x_t^i \mid y_2^T) \log [\phi_i^t]_{x_{t-1}^i, x_t^i},
\]
which directly depends on the time-varying bias as well as the state occupation probabilities. Substituting these expressions
into (15) results in,
\[ f(Q, \theta^k) = \log Z_Q + \sum_{i \in \mathcal{V}} \sum_{t=2}^{T} \sum_{x_{t-1}^i} \sum_{x_t^i} p_i(x_{t-1}^i, x_t^i \mid y_{t}^2) \left( -\log \phi_i(x_{t-1}^i, x_t^i) \right) \]
\[ + \sum_{x_{t-1}^i \in \mathcal{X}_{t-1}(i)} \left( \prod_{j \in \mathcal{N}(i)} p_j(x_{j-1}^t \mid y_{j}^2) \right) \log [\lambda_i]_{x_{t-1}^i, x_{t-1}(i), x_t^i}. \]

We now optimize \( f(Q, \theta^k) \) over the approximate model for MDP \( i \) and for a single time step and state transition, i.e., the parameter \( \phi_i(x_{t-1}^i, x_t^i) \). Once we develop an update rule for this specific parameter, we can apply this result to other time steps and transitions for MDP \( i \), and to other MDPs in the GMMDP. Therefore, we take the derivative of \( f(Q, \theta^k) \) with respect to \( \log \phi_i(x_{t-1}^i, x_t^i) \) to determine the maximum likelihood estimate,
\[ \frac{\partial f(Q, \theta^k)}{\partial \log \phi_i(x_{t-1}^i, x_t^i)} = \frac{\partial \log Z_Q}{\partial \log \phi_i(x_{t-1}^i, x_t^i)} - p_i(x_{t-1}^i, x_t^i \mid y_{t}^2) \]
\[ + \frac{\partial p_i(x_{t-1}^i, x_t^i \mid y_{t}^2)}{\partial \log \phi_i(x_{t-1}^i, x_t^i)} \left( -\log \phi_i(x_{t-1}^i, x_t^i) \right) \]
\[ + \sum_{x_{t-1}^i \in \mathcal{X}_{t-1}(i)} \left( \prod_{j \in \mathcal{N}(i)} p_j(x_{j-1}^t \mid y_{j}^2) \right) \log [\lambda_i]_{x_{t-1}^i, x_{t-1}(i), x_t^i}. \]

By using the fact that
\[ \frac{\partial \log Z_Q}{\partial \log \phi_i(x_{t-1}^i, x_t^i)} = p_i(x_{t-1}^i, x_t^i \mid y_{t}^2), \]
we can further simplify (16),
\[ \frac{\partial f(Q, \theta^k)}{\partial \log \phi_i(x_{t-1}^i, x_t^i)} = \frac{\partial p_i(x_{t-1}^i, x_t^i \mid y_{t}^2)}{\partial \log \phi_i(x_{t-1}^i, x_t^i)} \left[ -\log \phi_i(x_{t-1}^i, x_t^i) \right] \]
\[ + \sum_{x_{t-1}^i \in \mathcal{X}_{t-1}(i)} \left( \prod_{j \in \mathcal{N}(i)} p_j(x_{j-1}^t \mid y_{j}^2) \right) \log [\lambda_i]_{x_{t-1}^i, x_{t-1}(i), x_t^i}. \]

The derivative \( \frac{\partial f(Q, \theta^k)}{\partial \log \phi_i(x_{t-1}^i, x_t^i)} \) is zero when the expression in brackets is zero, which leads to the following fixed-point equation,
\[ \log [\phi_i(x_{t-1}^i, x_t^i)] = \sum_{x_{t-1}^i \in \mathcal{X}_{t-1}(i)} \left( \prod_{j \in \mathcal{N}(i)} p_j(x_{j-1}^t \mid y_{j}^2) \right) \log [\lambda_i]_{x_{t-1}^i, x_{t-1}(i), x_t^i}. \]

The result is a fixed-point equation because updating the bias \( \phi_i \) for MDP \( i \) requires other unknown distribution parameters, \( \{\phi_j \mid j \in \mathcal{N}(i)\} \), to compute the state occupation distributions \( p_i(x_{t-1}^i \mid y_{t}^2) \). Furthermore, this relationship shows the dependence of MDP \( i \)'s time-varying bias on information from its neighbors, i.e., its Markov blanket.

The relationship (17) can be applied for any MDP \( i \in \mathcal{V}, \) for any time \( t \in [2, T] \), and for any transition \( x_{t-1}^i, x_t^i \in \mathcal{X}_i \). Therefore, solving the fixed-point equation requires iterating between the following two steps until convergence,

(1) Compute the distributions \( p_i(x_{t-1}^i, x_t^i \mid y_{t}^2) \) \( \forall i \in \mathcal{V}, t \in [2, T] \) given \( \{\phi_i \mid i \in \mathcal{V}, t \in [2, T]\} \); and

(2) Update the time-varying bias \( \phi_i \) \( \forall i \in \mathcal{V}, t \in [2, T] \) given \( \{p_i(x_{t-1}^i, x_t^i \mid y_{t}^2) \mid i \in \mathcal{V}, t \in [2, T]\} \).

Remark. Our approximate E-step is similar in style to a message-passing scheme, where information spreads around the entire graph by repeatedly passing local information between vertices. Since every MDP needs the distributions \( p_i(x_{t-1}^i \mid y_{t}^2) \) for its neighbors, the messages shared between MDPs is the time-varying bias \( \phi_i \). As a result, the global graph topology affects the rate at which the distribution parameters \( \psi = \{\phi_i \mid i \in \mathcal{V}, t \in [2, T]\} \) will converge. For our COVID-19 and Twitter models, our experiments show that the approximate E-step converges relatively quickly, in about 10 iterations. We plan to learn the graph structure, and provide theoretical insight and analysis regarding the effect of the graph on convergence, in future work.

Exploiting Anonymous Influence. Using (17) to compute \( \phi_i \), for a single MDP \( i \) requires enumerating \( T |\mathcal{X}_i|^2 \prod_{j \in \mathcal{N}(i)} |\mathcal{X}_j| \) values, which may be intractable due to the number of observations \( T \), the size of the neighbor set \( |\mathcal{N}(i)| \), or the state space of the MDPs \( |\mathcal{X}_i| \). Therefore, we now exploit Anonymous Influence to address this potential issue. By instead considering whether or not the neighboring MDPs \( j \in \mathcal{N}(i) \) are in an influencing state, the fixed-point equation becomes,
\[ \log [\phi_i(x_{t-1}^i, x_t^i)] = \sum_{b_{t-1}^i \in \mathcal{B}_i} \log [\lambda_i]_{x_{t-1}^i, b_{t-1}^i, x_t^i}. \]

In the above expression, we make use of a count aggregator (CA) \( b_{t-1}^i \in [0, 1, \ldots, |\mathcal{N}(i)|] \) to represent the influence of the MDPs \( j \in \mathcal{N}(i) \) which has significantly lower computational cost. In Sections III-C and III-D, we presented two GMMDP models where the MDP dynamics were influenced by a neighbor-based quantity \( b_t^j \) and exploiting this structure allows us to improve the computational complexity of our approach. We also note that the distribution \( p_i(b_{t-1}^i \mid y_{N(i)}^2) \) is computed from the distributions \( \{p_i(x_j^t \mid y_{j}^2) \mid j \in \mathcal{N}(i)\} \).

Our approximate E-step requires iterating between computing distributions and updating the time-varying biases, as we previously discussed. The first step can be efficiently computed by using the Forward-Backward algorithm [23] with the model assumption in (14) which has time complexity \( O(T|\mathcal{X}_i|^2) \) for each vertex. The second step has time complexity \( O(T|\mathcal{X}_i|^2 \prod_{j \in \mathcal{N}(i)} |\mathcal{X}_j|) \), and with Anonymous Influence, this can be reduced to \( O(T|\mathcal{X}_i|^2 |\mathcal{N}(i)|) \) for each vertex. We note that both steps can easily be parallelized and we take advantage of this in our experiments in Section V. We alternate between these two steps until successive estimates of the time-varying biases converge, and the result of the E-step are the parameters \( \psi^k \) representing the distribution \( Q(x_{1:T}) \). With this distribution in hand, we can turn to the M-step to compute an updated approximation of the model parameters \( \theta \), as we discuss next.

B. Maximization Step (M-Step)

The result of the E-step is an an estimate of the approximate distribution \( Q(x_{1:T}) \), which we denote as \( Q^k \) and \( \psi^k \) in the
following discussion. Given this estimate, the objective for the
Maximization step (M-step) is,
\[ f(Q^k, \theta) = \mathbb{E}_{Q^k} \left[ \log p(y^{2:T}, x^{1:T}) \right] = \sum_{i \in V} \mathbb{E}_{Q^k} \left[ \log p_i(x_i^t) \right] \]
\[ + \sum_{i \in V} \sum_{t=2}^{T} \mathbb{E}_{Q^k} \left[ \log p_i(x_i^t | x_i^{t-1}, x_{N(i)}^{t-1}) \right] \]
\[ + \sum_{i \in V} \sum_{t=2}^{T} \mathbb{E}_{Q^k} \left[ \log p_i(y_i^t | x_i^t) \right]. \]

We dropped the entropy of \( Q^k \) in the above expression as it is constant with respect to \( \theta \) once the distribution is specified. Similar to our approximate E-step, we work through the expectations in order to understand the dependence of the objective on the model parameters \( \theta \), and to derive update expressions. The first term of (19) is constant as the prior is assumed to be known and therefore can be dropped from the objective as well. Expanding the second term of (19),
\[ \sum_{i \in V} \sum_{t=2}^{T} \mathbb{E}_{Q^k} \left[ \log p_i(x_i^t | x_i^{t-1}, x_{N(i)}^{t-1}) \right] \]
\[ = \sum_{i \in V} \sum_{t=2}^{T} \sum_{x_i^{t-1}} \sum_{x_{N(i)}^{t-1}} \left( p_{\psi_i}(x_i^{t-1}, x_i^t | y_i^{2:T}) \prod_{j \in N(i)} p_{\psi_j}(x_j^{t-1} | y_j^{2:T}) \right) \log [A_i]_{x_i^{t-1}, x_i^t} = 0 \]

Note that only the second term of (19) depends on the dynamics \( \Lambda_i \) of the MDPs. We now optimize (20) over a single state transition of MDP \( i \), \( [A_i]_{x_i^{t-1}, x_{N(i)}^{t-1}, x_i^t} \), to develop an update rule. We can then extend this rule to other parameters of MDP \( i \), as well as other MDPs in the GMDP. For the dynamics, it is necessary to include the constraint,
\[ \sum_{x_i^t} [A_i]_{x_i^{t-1}, x_{N(i)}^{t-1}, x_i^t} = 1 \forall x_i^{t-1}, x_{N(i)}^{t-1}, \]
to ensure the dynamics represent a valid transition distribution. Therefore, to determine the maximum likelihood estimate, we take the derivative of (20) and the distribution constraint with respect to \( [A_i]_{x_i^{t-1}, x_{N(i)}^{t-1}, x_i^t} \),
\[ \frac{\partial}{\partial [A_i]_{x_i^{t-1}, x_{N(i)}^{t-1}, x_i^t}} \left( \frac{20}{20} + \lambda_i \left( \sum_{x_i^t} [A_i]_{x_i^{t-1}, x_{N(i)}^{t-1}, x_i^t} - 1 \right) \right) = 0, \]
where \( \lambda_i \) is the Lagrange multiplier associated with the constraint. Solving the above expression for the parameter results in the update,
\[ [A_i]_{x_i^{t-1}, x_{N(i)}^{t-1}, x_i^t} = \frac{\sum_{t=2}^{T} p_{\psi_k}(x_i^{t-1}, x_i^t | y_i^{2:T}) \prod_{j \in N(i)} p_{\psi_j}(x_j^{t-1} | y_j^{2:T})}{\sum_{t=2}^{T} p_{\psi_k}(x_i^{t-1} | y_i^{2:T}) \prod_{j \in N(i)} p_{\psi_j}(x_j^{t-1} | y_j^{2:T})}. \]

Using this update rule, we can update the dynamics models \( \{\Lambda_i | i \in V\} \) given an estimate of the parameters \( \psi^k \) from the approximate E-step.

Exploiting Anonymous Influence. The computational cost of updating the dynamics models is reduced by taking advantage of count aggregators (CAs),
\[ [A_i]_{x_i^{t-1}, b_i^{t-1}, x_i^t} = \sum_{t=2}^{T} p_{\psi_k}(x_i^{t-1}, x_i^t | y_i^{2:T}) p_{\psi_k}(b_i^{t-1} | y_i^{2:T}) \]
\[ = \sum_{t=2}^{T} p_{\psi_k}(x_i^{t-1} | y_i^{2:T}) p_{\psi_k}(b_i^{t-1} | y_i^{2:T}) \]

The CA \( b_i^{t-1} \in [0, 1, \ldots, |N(i)|] \) summarizes the influence from the neighbors of MDP \( i \). See Sections III-C and III-D for our discussion on count aggregators for the two applications we consider in this work.

Lastly, working out the third term of (19) leads to,
\[ \sum_{i \in V} \sum_{t=2}^{T} \mathbb{E}_{Q^k} \left[ \log p_i(y_i^t | x_i^t) \right] \]
\[ = \sum_{i \in V} \sum_{t=2}^{T} x_i^t \left( \log \sigma_{is}^1 \right) \log (2\pi)^{-1/2} - \frac{1}{2}(y_i^t - s)^2 \sigma_{is}^{-2} \]
and the resulting update for the parameters of \( p_i(y_i^t | x_i^t) \) depends on the choice of observation model. We derive the update expressions for the measurement models for our case studies in the following sections.

C. Case Study: COVID-19 Pandemic in California

Given the model we introduced in Section III-C for the 2020 COVID-19 pandemic in California, the third term in (19) is,
\[ \sum_{i \in V} \sum_{t=2}^{T} \sum_{s \in A_i} \mathbb{E}_{Q^k} \left[ \log p_i(y_i^t | x_i^t) \right] \]
\[ = \sum_{i \in V} \sum_{t=2}^{T} \sum_{s \in A_i} \left( \log \sigma_{is}^1 \right) \log (2\pi)^{-1/2} - \frac{1}{2}(y_i^t - s)^2 \sigma_{is}^{-2} \]
To compute the maximum likelihood estimate of the covariance \( \sigma_{is}^2 \), we take the derivative of this expression with respect to \( \sigma_{is}^{-1} \) and set it equal to zero,
\[ \sum_{t=2}^{T} p_{\psi}(x_i^t | y_i^{2:T}) \left( \sigma_{is} - (y_i^t - s)^2 \sigma_{is}^{-1} \right) = 0. \]
The resulting update for the covariance is,
\[ \sigma_{is}^2 = \frac{\sum_{t=2}^{T} p_{\psi}(x_i^t | y_i^{2:T})(y_i^t - s)^2}{\sum_{t=2}^{T} p_{\psi}(x_i^t | s^2 y_i^{2:T})}. \]
Therefore, for each county \( i \) in our COVID-19 model, the dynamics parameters are updated using (22) and the covariance parameters \( \{\sigma_{is}, \forall s \in A_i\} \) are updated using (23).
D. Case Study: User Interactions on Twitter

For the Twitter user interaction model we introduced in Section III-D, the third term in (19) works out to,

$$\sum_{i \in V} \sum_{t=1}^{T} \mathbb{E}_{Q_k} \left[ \log p_i(y_t^i \mid x_t^i) \right]$$

$$= \sum_{i \in V} \sum_{t=1}^{T} \sum_{s \in A_i} p_{\psi_k}(x_t^i = s \mid y_{1:T}^i) \left( \log(1 - h_i) + m_i \right)$$

$$+ m_i \log h_i + \log(2\pi)^{m_i/2} \exp \left[ \frac{1}{2}(d_i^t - sI_{m_i})^T(d_i^t - sI_{m_i}) \right] \frac{1}{2}(d_i^t - sI_{m_i})^T(d_i^t - sI_{m_i})^{-1}. \quad (24)$$

We take derivatives of (24) with respect to the different measurement model parameters in order to derive the maximum likelihood estimates. Taking the derivative with respect to the posting rate $h_i$ and setting it equal to zero gives,

$$- \frac{T-1}{1-h_i} + \frac{1}{h_i} \sum_{t=2}^{T} m_i = 0,$$

which results in the closed-form solution,

$$h_i = \frac{1}{T-1} \frac{\sum_{t=2}^{T} m_i}{\sum_{t=2}^{T} m_i} \quad (25)$$

Taking the derivative of (24) with respect to $\sigma_{is}^{-1}$ and setting it equal to zero yields,

$$\sum_{t=2}^{T} p_{\psi_k}(x_t^i = s \mid y_{1:T}^i) \left( m_i \sigma_{is} + (d_i^t - sI_{m_i})^T(d_i^t - sI_{m_i}) \sigma_{is}^{-1} \right) = 0.$$  

and thus the update expression is,

$$\sigma_{is}^{-1} = \frac{\sum_{t=2}^{T} p_{\psi_k}(x_t^i = s \mid y_{1:T}^i)(d_i^t - sI_{m_i})^T(d_i^t - sI_{m_i})}{\sum_{t=2}^{T} p_{\psi_k}(x_t^i = s \mid y_{1:T}^i) m_i} \quad (26)$$

For each user $i$ in our Twitter model, the dynamics parameters are updated using (22). For the measurement model, the posting rate $h_i$ has a closed-form solution (25) and is computed before running our model learning algorithm. The covariance parameters $\{\sigma_{is} \mid s \in A_i\}$ are updated using (26).

E. Algorithm Summary

Algorithm 1 summarizes our approximate EM approach. The E-step iterates on the bias terms until convergence (lines 3 to 5), and we monitor convergence using the absolute difference between successive iterations. Our experiments show that this step typically converges in 10 iterations or less. Given an estimate of the biases, the M-step (line 6) updates the dynamics and measurement model parameters of all the MDPs in the GMDP. We monitor convergence of these parameters using successive values of the log-likelihood of the data, which we discuss further in our experiments in Section V. Our experiments show that overall convergence is typically achieved in 30 to 50 parameter update iterations. The computational complexity of our algorithm is dominated by the E-step, with cost $O(T|X_i|^2 \prod_{j \in N(i)}|X_j|)$ per vertex. Using Anonymous Influence, this cost can be reduced to $O(T|X_i|^2|\mathcal{N}(i)|)$ per vertex. In the next section, we present performance metrics and results for our two case studies.

V. EXPERIMENTS AND RESULTS

We now demonstrate the use of our approximate EM algorithm to learn meaningful GMDP models. We use publicly available datasets for our COVID-19 [30] and Twitter [32] models, and apply Algorithm 1. For both models, we initialize the dynamics parameters as the uniform distribution, and the initial covariance values are one. In addition, for the E-step of both models, the Forward-Backward algorithm is used to compute the distributions $p_\psi(x_{t-1}^i, x_t^i \mid y_{1:T}^i)$, and the time-varying biases are updating using (18). For the M-step of the COVID-19 model, the dynamics and measurement model parameters are updated using (22) and (23). For the M-step of the Twitter model, the dynamics and measurement model parameters are updated using (22), (25), and (26).

To evaluate the performance of our algorithm, we consider a comparison model which uses a complete independence assumption, where each MDP in the GMDP has a transition matrix $\Lambda_i^{\text{MDP}} \in \mathbb{R}^{|X_i| \times |X_i|}$ with no coupling interactions with other MDPs. The same parameterization for the measurement model $p_\psi(y_t^i \mid x_t^i)$ is used. We refer to this model as “nMDP” to emphasize the uncoupled assumption. The standard Baum-Welch algorithm is used to learn the parameters for each MDP in the nMDP model. Next, we present performance metrics to evaluate our learned GMDP models.

A. Performance Metrics

Data Likelihood. We start by comparing the objective value of the learning algorithms for each model assumption after reaching convergence, which is a common metric when learning discrete Markov models. In particular, this corresponds to the log-likelihood of the data under the different model assumptions. We emphasize here that computing the log-likelihood of the data, $\log p_\theta(y_{1:T})$, is intractable for GMDPs as it requires enumerating all possible state trajectories $p^{1:T} \in \prod_{t \in V} |X_t|^T$. Therefore, we use the log-likelihood computed from the approximate distribution $Q(x_{1:T})$ instead, which provides an under-approximation of the log-likelihood.

Coupling Strength. We develop additional metrics, based on the Kullback-Leibler (KL) divergence, to evaluate the coupling
interactions between MDPs in the learned GMDPs. First, we consider the “coupling strength,” which is defined as,

\[ f_{\text{coupling}} = \sum_{x_{i}^{t-1}} \sum_{x_{i}^{t}} \left( \log [A_i] x_{i}^{t-1} x_{N(i)}^{t-1} - \log \Lambda_{i}^{\text{GMDP}} x_{i}^{t-1} \right), \]

and which uses the learned dynamics from the baseline nMDP model. This metric is computed for each MDP in the GMDP, and we present the values \( \{ f_{\text{coupling}} | i \in V \} \) as a box plot for the COVID-19 and Twitter models. If this metric is zero for many MDPs, then the learned GMDP does not represent significant coupling interactions between MDPs, and the independence assumption is more appropriate for the data.

Influence Strength. Second, we consider the “influence strength,” which is defined as,

\[ f_{\text{influence}} = \sum_{x_{i}^{t-1}} \sum_{x_{i}^{t}} \left( \log [A_i] x_{i}^{t-1} x_{N(i)}^{t-1} - \log \frac{\sum_{x_{i}^{t-1}} [A_i] x_{i}^{t-1} x_{N(i)}^{t-1}}{\prod_{j \in N(i)} \Lambda_{j}} \right), \]

and which averages the learned GMDP dynamics model over configurations of neighbor states for a given MDP. We use this average distribution as a comparison to determine if the influence of neighboring MDPs is not significant, i.e., the dynamics of an MDP do not change based on the neighbor MDP states. We again use a box plot to visualize the range of values \( \{ f_{\text{influence}} | i \in V \} \). If this metric is zero for many MDPs, then the Anonymous Influence property is not appropriate for the process.

B. COVID-19 Pandemic in California

We present the objective value of the learning algorithm for the GMDP and nMDP models in Fig. 3, the coupling metric in Fig. 4, and the influence metric in Fig. 5. First, the negative log-likelihood plots show that the GMDP model assumption has a significantly lower value at convergence, which corresponds to a higher likelihood of observing the data. Furthermore, the coupling strength \( f_{\text{coupling}} \) and the influence strength \( f_{\text{influence}} \) are non-zero for a significant fraction of counties in California. The spread of values in both metric shows that our GMDP model is able to learn a combination of coupled and uncoupled models for different counties, in order to best fit the observed data. An uncoupled model may be more descriptive based on the measures taken by a county, such as mask mandates, limiting gathering sizes, and requiring quarantines for incoming travelers, which limits the influence of neighboring counties on the daily case count. At this point, we can investigate the learned models further to understand what measures are particularly effective in reducing the infection rate.

C. User Interactions on Twitter

We present the objective value of the learning algorithm for the GMDP and nMDP models in Fig. 6, the coupling metric in Fig. 7, and the influence metric in Fig. 8. For the log-likelihood, both the GMDP and the nMDP models approximately achieve the same value as the trajectories are overlaid in the figure. However, the objective value can be misleading, as we are using an approximation to the true log-likelihood of the data under the GMDP model assumption, which is intractable to directly compute. Therefore, we have introduced additional metrics to provide further insight and analysis for the learned models. In particular, the coupling and influence metrics show that the coupled interaction model provided by the GMDP better explains the observed data than the independent model assumption for a number of users. On the other hand, some users are simply posting due to the aggregate activity on the topic, and not because of particular interactions with other users.

At this point, it is possible to investigate which users drive posting activity and user interactions on a given topic, compared to other users who are expressing their opinion without explicit interactions. For this data set, we note that it is difficult...
to determine sentiment from tweets [33], due to the 140 character limit and the frequent use of abbreviations, slang, and emojis. However, there are no easily available off-the-shelf text sentiment classifiers specifically for tweets, which limits the quality of the data given to the learning algorithms, and accurately determining tweet sentiment remains an open research question. We believe that improving the sentiment analysis will directly benefit our framework, and we intend to investigate this aspect further in future work.

VI. CONCLUSIONS

In this work, we developed a model learning algorithm appropriate for GMDPs with significantly large state spaces and arbitrary coupling structure. We leverage the Expectation-Maximization framework to derive our approach, and use real-world data to learn insightful models which validate our assumptions. We have considered a relatively simple formulation of GMDPs in this work, given the complexity of deriving a model learning algorithm. There are a number of avenues for future work, starting with structure learning of the graph. As part of this, we plan to investigate directed graphs, sparsity patterns, and analysis techniques for the graph topology, such as convergence rate and solution quality. With regards to Anonymous Influence framework, we are investigating variations of the models in this work, such as unique state spaces and count aggregators for each MDP. Furthermore, some domains may benefit from a hybrid model, where the identity of some neighbors is a significant effect. Finally, we aim to develop a generalized action model, suitable for a variety of domains, along with algorithms to estimate the sequence of actions from data.
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