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Abstract—In this work, we consider a group of robots working together to manipulate a rigid object to track a desired trajectory in SE(3). The robots do not know the mass or friction properties of the object, or where they are attached to the object. They can, however, access a common state measurement, either from one robot broadcasting its measurements to the team, or by all robots communicating and averaging their state measurements to estimate the state of their centroid. To solve this problem, we propose a decentralized adaptive control scheme wherein each agent maintains and adapts its own estimate of the object parameters in order to track a reference trajectory. We present an analysis of the controller's behavior, and show that all closed-loop signals remain bounded, and that the system trajectory will almost always (except for initial conditions on a set of measure zero) converge to the desired trajectory. We study the proposed controller’s performance using numerical simulations of a manipulation task in 3D, as well as hardware experiments which demonstrate our algorithm on a planar manipulation task. These studies, taken together, demonstrate the effectiveness of the proposed controller even in the presence of numerous unmodeled effects, such as discretization errors and complex frictional interactions.

Index Terms—Robust/adaptive control of robotic systems; cooperative manipulators; multi-robot systems; distributed robot systems.

I. INTRODUCTION

As robots are fielded in applications ranging from disaster relief to autonomous construction, it is likely that such applications will, at times, require manipulation of objects which exceed a single robot’s actuation capacities (e.g., debris removal, material transport) [1]. Notably, when humans undertake such tasks, they are able to work together to flexibly and reliably transport objects which are too massive for one person alone. We are interested in enabling similar capabilities in robot teams.

In this work, we consider the problem of cooperative manipulation, where a group of robots works together to manipulate a common payload. This problem has long been of significant interest to both the multi-robot systems community, and the broader robotics community [2], since it requires close collaboration between robots in addition to the numerous sensing and actuation challenges involved in any manipulation task.

While collaborative manipulation has been studied somewhat extensively in literature [3]–[5], manipulation teams are still quite limited in their functionality, often due to restrictive assumptions. Many methods require exact payload knowledge (i.e., the payload’s mass, inertial properties, and the location of its center of mass), which imposes the requirement that every payload be thoroughly calibrated prior to manipulation, in addition to making manipulation teams brittle in the face of parameter uncertainty. Further, many algorithms require a centralized planner, which introduces both latency and a single point of failure to the manipulation system. Recent works have proposed handling payload uncertainty by explicitly estimating physical parameters before manipulation [6], [7], or via an indirect scheme which combines a consensus-based estimator with a certainty-equivalent controller [8]. We consider a different approach, decentralized adaptive control, where each agent uses a single adaptive controller to perform estimation and control simultaneously.

In this work, we take a minimalist approach to collaborative manipulation, and present a control scheme which requires no prior payload characterization and can be computed locally on board each agent. To achieve this, we use a controller on SE(3), together with a decentralized adaptation law, which allows the manipulation team to adapt to unknown payload dynamics; we also prove our controller’s convergence to tracking a reference trajectory using Barbalat’s lemma. We only require that the agents share a common state measurement, which can be achieved by having one agent broadcast its measurements to the entire manipulation team, or instead by having agents communicate and average their state measurements to estimate the state of their centroid. This
estimate could also be obtained by running a consensus algorithm [9] online, using a mesh network between agents.

Intuitively, during manipulation each agent executes the proposed controller, with its individual set of parameter estimates (or, equivalently, control gains). The agents then use the common measurement to adapt their local parameters, such that the measurement point asymptotically tracks a desired trajectory. Such an approach leads to a manipulation algorithm which can easily scale in the number of agents, and is flexible enough to manipulate a large variety of payloads, while tolerating both parameter uncertainty and single-agent failure.

This paper proposes control and adaptation laws for manipulation tasks in both the plane and three-dimensional space, in addition to a proof of convergence to the desired trajectory, as well as the boundedness of all closed-loop signals. We further validate the controller’s performance both numerically, simulating a manipulation task in 3D, and experimentally, using a team of ground robots performing a planar manipulation task.

II. PRIOR WORK

Collaborative manipulation has been a subject of both sustained and broad interest in multi-robot systems. Early work such as [10] first proposed multi-arm manipulation strategies which used a central computer to control each arm. This early work was followed with a flurry of interest, including [3], [11], where the authors study the dynamics and force allocation of redundant manipulators, and [12], which investigates various control strategies for multiple arms. A number of authors [13]–[15] have used impedance controllers for collaborative manipulation, in order to yield compliant object behavior, as well as to avoid large internal forces on the payload. An approach for characterizing such forces is proposed in [16].

While early work focused almost exclusively on multi-arm manipulation, often with centralized architectures and only a few robots, other authors have focused instead on collaborative manipulation with large teams of mobile robots. In [5] and [17], the authors move furniture with small mobile robots, with a focus on reducing the communication and sensing requirements of manipulation algorithms. Other works have studied various decentralized manipulation strategies, including potential fields [18], caging [4], and distributed control allocation via matrix pseudoinverse [19]. In [20], the authors consider the problem of collaborative lifting using quadrotors which rigidly grasp a common payload; they use a least-squares solution to allocate control efforts between agents.

While most work, including this paper, assumes the robots are rigidly attached to the payload, some authors have studied the problem under different grasping assumptions. [21] studies the problem of collaborative manipulation with thrusters (i.e., agents can only apply force to the body along a fixed line), and investigates the minimum number of thrusters needed to achieve nonlinear controllability of the system. Other authors have studied aerial towing (manipulation via cables) in works such as [22]–[24]. The authors in [25] use a distributed optimization algorithm to perform collaborative manipulation of a cable-suspended load.

While collaborative manipulation has been studied in a variety of settings, many works rely on restrictive assumptions, such as central planning or prior knowledge of the object parameters, which limit the practical applicability of their approaches. More recent work has focused on removing these assumptions. In [26], the authors propose a controller which allows a group of agents to reach a force consensus without communication, using only the payload dynamics; a leader can steer this consensus to have the object track a desired trajectory. Further, [27] proposes a communication-free controller for collaborative manipulation with aerial robots, using online optimization to allocate control effort. [6] proposes a centralized estimation scheme, wherein the robots use an active perception strategy to minimize the uncertainty of their estimates of various payload parameters. In [7], [28] the authors propose to first characterize the payload via an explicit distributed estimation scheme, in which robots use a communication network and local measurements to estimate both the mass and geometric properties of their common payload, before using these estimates to perform manipulation.

Previous work has proposed applying adaptive control to collaborative manipulation. The authors of [29] propose a centralized adaptive control scheme, which they demonstrate experimentally with a pair of robot arms. In [30], the authors propose a centralized robust adaptive controller for a group of mobile manipulators performing a collaborative manipulation task.

Perhaps closest to this work are [31], [32], which also propose distributed adaptive control schemes for collaborative manipulation. This work differs from previous literature in adapting both inertial and geometric parameters of the body; previous methods require exact measurement of manipulators’ relative positions from the center of mass in order to invert the grasp matrix [33], which relates wrenches applied at contact points to wrenches applied at the center of mass. We argue that this assumption is quite restrictive, since, in practice, this amounts to knowing exactly how the body’s translational and rotational dynamics are coupled. Accurately localizing large numbers of manipulators (especially with respect to the center of mass) can be both time consuming and difficult; it is also unclear why the body’s
normalized first moment of mass (i.e., the center of mass) is assumed known, while its zeroth (mass) and second moments (inertia tensor) are assumed unknown. In contrast, our method can treat a much broader class of model parameters (including inertial, geometric, and other effects such as gravity and friction) as unknowns, and handle them through online adaptation. We believe that this provides greater robustness to uncertainty in these parameters, and eliminates the need to estimate these quantities before manipulation.

An early version of this work appeared in [34]; this work differs greatly from the original version. The most fundamental difference is that this work builds on the Slotine-Li adaptive controller [35], which allows for much more efficient parameterization than the general model reference adaptive controller in the original version. We do not constrain the measurement point to lie at the center of mass, and further introduce a composite error that allows for trajectory tracking instead of simple velocity control. Finally, we present new simulation and experimental results studying the novel controller.

Our basic algorithm can also be compared to quorum sensing [36], [37], a natural phenomenon in which organisms or cells can exchange information [38] and synchronize themselves using a noisy, shared environment, instead of using direct information exchange. Such mechanisms have been shown to reduce the influence of random noise on synchronization phenomena [36], allowing for meaningful coordination without centralized control or explicit communication. The proposed algorithm can be seen as analogous to quorum sensing, wherein the common object acts as the shared environment, which allows the agents to coordinate their control actions to achieve tracking.

III. Problem Statement

We consider a rigid body which undergoes general motion (i.e., translation and rotation), during collaborative manipulation by a team of $N$ autonomous agents. There exist a world-fixed (Newtonian) frame $F$, as well as a body-fixed frame $B$, which is centered at $b_{cm}$, the body’s center of mass. There also exists a body-fixed measurement point $P$ which is located at $r_p$ in $B$. The body has mass $m$ and body-frame inertia of $I_{cm}$ about its center of mass. Each agent is rigidly attached to the body at $r_i$ from $P$, and applies a wrench $\tau_i$, i.e., a combined force and torque. Figure 1 shows a schematic of the system.

We describe the body’s pose in $F$ using a configuration variable $q = (x, R) \in \mathbb{R}^n \times SO(n)$, where

$$SO(n) = \{ R \in \mathbb{R}^{n \times n} \mid R^T R = I, \det(R) = 1 \}$$

is the group of rotation matrices, $x$ is the position of the reference point $P$ in $F$, $R$ is the body-to-world rotation matrix relating $B$ and $F$, and $n \in \{2, 3\}$, depending on if the manipulation task is in the plane or in general 3D space, respectively. For simplicity, we say

$$\mathbb{R}^n \times SO(n) \cong SE(n),$$

i.e., we denote this set as the Special Euclidean group,

$$SE(n) = \left\{ \begin{bmatrix} R & v \\ 0 & 1 \end{bmatrix} \mid R \in SO(n), v \in \mathbb{R}^n \right\}$$

which is the set of $(n + 1) \times (n + 1)$ transformation matrices, since these spaces are homeomorphic. Abusing notation, we define $q_i = [x_i^T, \omega_i^T]^T \in \mathbb{R}^{3n-3}$ which appends $x_i$, the velocity of $P$ in $F$, with $\omega_i$, the body’s angular rate(s) in $F$. We now define the control problem considered in this work.

**Problem 1.** Assume each agent can measure the body’s pose $q$ and rates $\dot{q}$, but has no knowledge of its mass properties ($m$, $I_{cm}$) or geometry ($r_p$, $r_i$). Design a decentralized control law for each agent which allows the body’s pose $q_i$ to track a desired trajectory $q_d(t) \in SE(n)$ asymptotically.

It is apparent that solving Problem 1 achieves collaborative manipulation under relatively few assumptions on the information available to each agent. However, the assumption of a common measurement $(q, \dot{q})$ warrants additional motivation.

We aim to collaboratively control both the linear and rotational dynamics of the object; but in defining a reference trajectory $q_d(t) \in SE(n)$, we must additionally define which point on the body we wish to track this trajectory. Yet, since we assume the body’s geometry is unknown, this problem is circular: even if the agents can measure their own states, they have no way of computing or estimating the state of the measurement point, making the problem ill-posed.

In this work, we chose to resolve this ambiguity by allowing the agents to simply measure the pose and velocity of the reference point. In practice, this could be achieved by one agent broadcasting its measurements to the group; this would require a very simple “broadcast” network architecture that could easily scale by adding more robots equipped to receive the measurement. Alternatively, we note that the average of the robots’ individ-
ual linear and angular velocities is equal to the body’s linear and angular rates at the robots centriod. Thus, the robots could use either an ‘all-to-all’ communication scheme, or a mesh network and linear consensus [9] to compute the averaged measurement.

However, different assumptions can be made if we still wish to solve Problem 1, but without the use of a common measurement. One option is to restrict the class of desired trajectories \( q_d \); if the body’s angular velocity \( \omega = 0 \), then the velocity is uniform across all points on the body, and robots can use their own velocity measurements \( \dot{x}_i \) in order to track a desired linear velocity \( \dot{x}_d \). Similarly, if we only seek to control the body’s orientation \( \mathbf{R} \), if the agents share a reference frame, then their pose measurements are identical, making the problem again well-posed.

Finally, we can eliminate the need for a common measurement if we assume the agents know their position \( r_i \) with respect to the measurement point, as in [31], [32]. Using this information, the agents can easily compute the position and velocity of the reference point from their own measurements. However, we argue such an assumption is quite restrictive, since each agent must now have some way of localizing itself on the body before starting a manipulation task. We further note that such a method is not robust to errors in measuring \( r_i \), which could introduce unmodeled sources of uncertainty.

To solve Problem 1, we propose a modified form of the Slotine-Li adaptive manipulator controller [35], which is generalized to the multi-agent case, and can adapt to the unknown mass and geometric parameters. We achieve tracking of a desired pose trajectory \( q_d(t) \in SE(3) \) by introducing a composite error on \( SE(3) \), and show that the proposed controller indeed results in asymptotic tracking, while also ensuring all signals in the system remain bounded.

IV. Preliminaries

A. \( SO(3) \) and Other Mathematical Preliminaries

In this work, we are interested in controlling both the position and orientation of a rigid body, most generally in 3D space. While there exist numerous ways to parameterize the orientation of a rigid body, it is well-known that three-parameter representations such as Euler angles are singular, meaning they experience configurations in which the body’s orientation and rotational dynamics are not uniquely defined. In this work we instead represent orientation using a full rotation matrix \( \mathbf{R} \in SO(3) \), which is both unique and non-singular.

Since \( SO(3) \) is a Lie group, it admits a Lie algebra which captures the tangent space of the group at its identity element; this Lie algebra is in fact the set of skew-symmetric matrices \( so(3) \), where

\[
so(3) = \{ \mathbf{A} \in \mathbb{R}^{3 \times 3} \mid \mathbf{A}^T = -\mathbf{A} \}.
\]

We further note that \( so(3) \) forms a three-dimensional vector space: any matrix in \( so(3) \) can be mapped to a vector in \( \mathbb{R}^3 \) and vice versa. Let us denote by \( \cdot \times \) the skew-symmetric matrix \( \mathbf{v} = [v_1, v_2, v_3]^T \in \mathbb{R}^3 \),

\[
\mathbf{v} \times = \begin{bmatrix} 0 & -v_3 & v_2 \\ v_3 & 0 & -v_1 \\ -v_2 & v_1 & 0 \end{bmatrix}.
\]

We further denote the inverse map as \( \cdot ^\vee \). Let us define the operator \( \mathbb{P}_a : \mathbb{R}^{n \times n} \mapsto \mathbb{R}^{n \times n} \), where, for \( \mathbf{A} \in \mathbb{R}^{n \times n} \),

\[
\mathbb{P}_a(\mathbf{A}) = \frac{1}{2} (\mathbf{A} - \mathbf{A}^T),
\]

which we call the “skew symmetric” part of \( \mathbf{A} \). Further, let us define \( \mathbb{P}_s : \mathbb{R}^{n \times n} \mapsto \mathbb{R}^{n \times n} \), where

\[
\mathbb{P}_s(\mathbf{A}) = \frac{1}{2} (\mathbf{A} + \mathbf{A}^T),
\]

is the “symmetric” part. It is easy to verify that \( \mathbf{A} = \mathbb{P}_a(\mathbf{A}) + \mathbb{P}_s(\mathbf{A}) \), and for \( n = 3 \), \( \mathbb{P}_a(\mathbf{A}) \in so(3) \).

We further define the usual inner product on \( \mathbb{R}^{n \times n} \),

\[
\langle \mathbf{A}, \mathbf{B} \rangle = \operatorname{tr}(\mathbf{A}^T \mathbf{B}).
\]

Beyond the usual properties of an inner product, it is easy to verify that \( \langle \mathbb{P}_a(\mathbf{A}), \mathbb{P}_s(\mathbf{A}) \rangle = 0 \), and \( \langle \mathbb{P}_a(\mathbf{A}), \mathbb{P}_s(\mathbf{A}) \rangle = \frac{1}{4} ||\mathbb{P}_a(\mathbf{A})||^2 \).

Finally, we say a symmetric matrix \( \mathbf{A} = \mathbf{A}^T \in \mathbb{R}^{n \times n} \) is positive semidefinite if, for all \( \mathbf{x} \in \mathbb{R}^n \), \( \mathbf{x}^T \mathbf{A} \mathbf{x} \geq 0 \). We say \( \mathbf{A} \) is positive definite if the inequality holds strictly for all nonzero \( \mathbf{x} \).

B. Convergence of Nonlinear Systems

Due its topology, no dynamical system on \( SE(3) \) has a globally asymptotically stable equilibrium [39]. Thus, we turn to relaxed notions of stability and convergence for systems with rotational dynamics. Here we state a slightly relaxed notion of convergence, almost global convergence.

Definition 1 (Almost Global Convergence). Let \( \mathbf{x}_e \) be an equilibrium of a dynamical system \( \dot{\mathbf{x}} = \mathbf{f}(\mathbf{x}) \), where \( \mathbf{x} \in \mathcal{X} \). We say trajectories of the system almost globally converge to \( \mathbf{x}_e \) if, for some open, dense subset of the state space \( \mathcal{A} \subset \mathcal{X} \), with closure \( \bar{\mathcal{A}} = \mathcal{X} \), all trajectories with \( \mathbf{x}(0) \in \mathcal{A} \) tend towards \( \mathbf{x}_e \) asymptotically.

Similarly, we say trajectories of the system almost globally exponentially converge to \( \mathbf{x}_e \) if all trajectories with \( \mathbf{x}(0) \in \mathcal{A} \) converge exponentially to \( \mathbf{x}_e \).
V. EQUATIONS OF MOTION FOR COLLABORATIVE MANIPULATION

In this section, we will formulate the equations of motion for collaborative manipulation tasks, both in the plane and in three dimensions, and show they can be represented using the Lagrangian equations for robot motion [40], commonly termed “the manipulator equations.”

A. Rigid Body Dynamics in Three Dimensions

Let us consider the dynamics of a rigid body being manipulated as shown in Figure 1.

The body’s linear motion is given by Newton’s law,

\[ \mathbf{F} = m\mathbf{a}_{cm}, \]  

(1)

where \( \mathbf{F} \) is the total force applied to the body, and \( \mathbf{a}_{cm} \) is the acceleration of the body’s center of mass in \( \mathcal{F} \). We seek to relate \( \mathbf{a}_{cm} \) to \( \mathbf{a}_p \), the acceleration of \( P \) in \( \mathcal{F} \). We first relate the points’ velocities,

\[ \mathbf{v}_p = \mathbf{v}_{cm} + \omega \times \mathbf{R}_p, \]

where \( \omega \) is the angular velocity of \( B \) in \( \mathcal{F} \), and \( \mathbf{R} \) is the rotation matrix from \( B \) to \( \mathcal{F} \). This can be differentiated to yield

\[ \mathbf{a}_p = \mathbf{a}_{cm} + \alpha \times \mathbf{R}_p + \omega \times (\omega \times \mathbf{R}_p), \]

(2)

where \( \alpha \) is \( B \)’s angular acceleration in \( \mathcal{F} \). We can substitute (2) into (1) to yield

\[ \mathbf{F} = m\mathbf{a}_p - m(\alpha \times \mathbf{R}_p) - m\omega \times (\omega \times \mathbf{R}_p). \]

(3)

The body’s rotational dynamics are given by Euler’s rigid body equation,

\[ \mathbf{M}_p = \mathbf{R}_j \mathbf{R}_p^T \alpha + \omega \times (\mathbf{R}_j \mathbf{R}_p^T \omega) - m\mathbf{R}_p \times \mathbf{a}_p, \]

(4)

where \( \mathbf{J}_p \) is the body’s inertia matrix about \( \mathbf{b}_p \), which is given by

\[ \mathbf{J}_p = \mathbf{J}_{cm} + m \left( (\mathbf{R}_p^T \mathbf{r}_p) \mathbf{I} - \mathbf{r}_p \mathbf{r}_p^T \right), \]

where \( \mathbf{I} \) denotes the identity matrix.

We again define the configuration variable \( \mathbf{q} = [\mathbf{x}, \mathbf{R}] \in \mathbb{R}^3 \times SO(3) \), where \( \mathbf{x} \) is the position of the measurement point in \( \mathcal{F} \). Abusing notation, we can let \( \hat{\mathbf{q}}, \dot{\mathbf{q}} \in \mathbb{R}^6 \), where \( \hat{\mathbf{q}} = [\dot{\mathbf{x}}^T, \omega^T]^T \) represents the body’s linear and angular rates, and \( \dot{\mathbf{q}} = [\dot{\mathbf{x}}^T, \alpha^T]^T \) represents its linear and angular accelerations.

Using these configuration variables, we can now write (2) and (4) more compactly as

\[ \mathbf{\tau} = \mathbf{H}(\mathbf{q}) \hat{\mathbf{q}} + \mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}) \dot{\mathbf{q}}, \]

(5)

where \( \mathbf{\tau} \) is the total wrench applied to the body about the measurement point, where

\[ \mathbf{H}(\mathbf{q}) = \begin{bmatrix} m\mathbf{I} & m\mathbf{R}_p \times \\ -m(\mathbf{R}_p \times) & \mathbf{R}_p \mathbf{R}_p^T \end{bmatrix} \]

(6)

is the system’s inertia matrix (which is symmetric, positive definite), and

\[ \mathbf{C}(\mathbf{q}, \dot{\mathbf{q}}) = \begin{bmatrix} \mathbf{0}_3 \\ -m\omega^\times(\mathbf{R}_p \times) \omega^\times \mathbf{R}_j \mathbf{R}_p^T - m((\mathbf{R}_p \times) \times) \end{bmatrix} \]

is a matrix which contains centrifugal and Coriolis terms, with the \( 3 \times 3 \) zero matrix denoted by \( \mathbf{0}_3 \).

Further, we can show that these matrices have a number of interesting properties. Specifically, \( \mathbf{H}(\mathbf{q}) \) is positive definite for all \( \mathbf{q} \), and \( \mathbf{H} = 2\mathbf{C} \) is skew-symmetric. These properties can be viewed as matrix versions of common properties of Hamiltonian systems (e.g. conservation of energy). Proof of these properties is included in Appendix A.

One can easily derive similar expressions for the two-dimensional case, when the body is restricted to move in the plane; we omit these expressions for brevity.

B. Grasp Matrix and its Properties

While the dynamics in (5) describe the body’s motion under the total wrench \( \mathbf{\tau} \) about \( \mathbf{b}_p \), we must further express \( \mathbf{\tau} \) as a function of each robot’s applied wrench \( \mathbf{\tau}_i \). We can write \( \mathbf{\tau} \) as

\[ \mathbf{\tau} = \sum_{i=1}^{N} \mathbf{M}(\mathbf{q}, \mathbf{r}_i) \mathbf{\tau}_i, \]

(7)

where \( \mathbf{M} \) denotes the grasp matrix, which is given by

\[ \mathbf{M}(\mathbf{q}, \mathbf{r}_i) = \begin{bmatrix} \mathbf{I} & \mathbf{0}_3 \\ \mathbf{0}_3 & \mathbf{I} \end{bmatrix}, \]

where agent \( i \) grasps the object at some point \( \mathbf{r}_i \) from the measurement point. We denote the set of such grasp matrices as \( \mathcal{M} \).

The grasp matrix has some unique properties, specifically,

\[ \mathbf{M}(\mathbf{r}_i)^{-1} = \begin{bmatrix} \mathbf{I} & \mathbf{0}_3 \\ \mathbf{0}_3 & \mathbf{I} \end{bmatrix} = \mathbf{M}(-\mathbf{r}_i), \]

and

\[ \mathbf{M}(\mathbf{r}_i) \mathbf{M}(\mathbf{r}_j) = \begin{bmatrix} \mathbf{I} & \mathbf{0}_3 \\ \mathbf{0}_3 & \mathbf{I} \end{bmatrix} \mathbf{M}(\mathbf{r}_i) + \mathbf{M}(\mathbf{r}_j) - \mathbf{I}. \]

(8)

Thus, interestingly, for two matrices in \( \mathcal{M} \), their product is simply equal to their sum, minus the identity.

VI. DECENTRALIZED ADAPTIVE TRAJECTORY TRACKING

We will now propose a decentralized adaptive controller suitable for accomplishing the collaborative manipulation tasks outlined previously, and provide proofs of boundedness of signals, and almost global asymptotic tracking.
A. Proposed Composite Error on \(SE(3) \times \mathbb{R}^6\)

We begin by proposing a composite error for 3D poses and their derivatives, which lie in \(SE(3) \times \mathbb{R}^6\). Adaptive controllers for manipulators in literature (cf., [41, Chapter 9]) typically use a composite error which linearly combines position and velocity errors, and exhibits linear, exponentially stable dynamics on the surface \(s = 0\). Such a variable is appropriate for configuration variables (such as positions and small joint angles) which lie in Cartesian space.

However, since we aim to track both a desired position \(x_d\) and orientation \(R_d\), the system’s dynamics do not evolve naturally in Cartesian space. We thus propose a composite error \(s\) which is non-singular, inherits the topology of \(SE(3)\), and exhibits almost global convergence when on the surface \(D = \{(q, \lambda q) \in SE(3) \times \mathbb{R}^6 | s(q, \lambda q) = 0\}\). To achieve this, we adapt the sliding variable on \(SO(3)\) from [42], and combine it with a typical linear term on \(\mathbb{R}^3\) to define a composite error on \(SE(3)\). We then show almost all trajectories of the system converge to the desired trajectory when \(s = 0\).

We aim to control the body to track a desired position \(x_d(t)\), and a desired orientation, \(R_d\), which satisfies

\[
\dot{R}_d = \omega_d^s R_d,
\]

for some desired angular velocity \(\omega_d\). Let us define the rotational and angular velocity errors as \(R_e = R_d^T R\) and \(\omega_e = \omega - \omega_d\), noting

\[
(R_e, \omega_e) = (I, 0) \iff (R, \omega) = (R_d, \omega_d).
\]

We can then obtain the rotation error dynamics,

\[
\dot{R}_e = \dot{R}_d^T R + R_d^T \dot{R} = \dot{R}_d^T (\omega - \omega_d) \times R,
\]

\[
= (R_d^T (\omega - \omega_d))^T R_d^T R = (R_d^T \omega_e)^T R_e. \tag{9}
\]

Finally, we propose a composite error \(s: SE(3) \times \mathbb{R}^6 \rightarrow \mathbb{R}^6\), which is given by

\[
s = \begin{bmatrix}
    s_t \\
    \sigma 
\end{bmatrix} = \begin{bmatrix}
    \dot{x} + \lambda \dot{x} \\
    \omega_e + \lambda R_d P_a(R_e)^\vee
\end{bmatrix},
\]

where \(\dot{x} = x - x_d\) is the linear tracking error, and \(s_t : \mathbb{R}^3 \times \mathbb{R}^3 \rightarrow \mathbb{R}^3\) and \(\sigma : SO(3) \times \mathbb{R}^3 \rightarrow \mathbb{R}^3\) are composite errors for the object’s linear and angular dynamics, respectively.

B. System Behavior on \(s = 0\)

We now consider the system’s behavior when constrained to the surface \(s = 0\). The behavior of the linear dynamics is obvious; imposing the condition \(s_t = 0\) results in the linear error dynamics

\[
\dot{x} = -\lambda \dot{x},
\]

which defines a stable linear system. Thus, if the system lies on the surface, the position error \(\dot{x}\) tends exponentially to zero, with time constant \(\frac{1}{\lambda}\).

Thus, we turn our attention to the rotational error dynamics defined by \(\sigma = 0\). Imposing this condition results in the rotational dynamics

\[
\dot{R}_e = (-\lambda R_d^T R_d P_a(R_e)^\vee) \times R_e,
\]

using the rotation error dynamics given by (9). We note that \((R_e, \omega_e) = (I, 0)\) both lies on the surface \(s = 0\), and is an equilibrium of the reduced-order rotational dynamics.

**Theorem 1.** Almost all trajectories \((R_e, \omega_e)\) of the reduced-order system given by \(\sigma = 0\) converge exponentially to the desired equilibrium \((I, 0)\).

**Proof.** Consider the Lyapunov-like function

\[
V_R(t) = \text{tr}(I - R_e) > 0,
\]

which is lower-bounded by zero since \(-1 \leq \text{tr}(R_e) \leq 3\) for all \(R_e \in SO(3)\), with \(\text{tr}(R_e) = 3\) iff \(R_e = I\). The time derivative of \(V_R\) is given by

\[
\dot{V}_R = -\text{tr} \dot{R}_e = -\lambda \langle P_a(R_e), R_e \rangle,
\]

\[
= -\lambda \langle P_a(R_e), P_a(R_e) + P_s(R_e) \rangle,
\]

\[
= -\frac{1}{2} |\langle P_a(R_e) \rangle| \leq 0,
\]

using the matrix inner product \(\langle A, B \rangle = \text{tr}(A^T B)\), and the fact that \(\langle P_a(A), P_s(A) \rangle = 0\), for \(A, B \in \mathbb{R}^{3 \times 3}\).

In order to show almost global exponential convergence to \((I, 0)\), we seek a strictly positive constant \(\alpha > 0\) such that

\[
\dot{V}_R \leq -\alpha V_R.
\]

To find this constant, let us recall that for the rotation matrix \(R_e\) there is an equivalent unit quaternion representation,

\[
z(t) = q_0 + q_1 i + q_2 j + q_3 k,
\]

with \(\text{tr}(R_e) = 4q_0^2 - 1\), and \(q_0^2 + q_1^2 + q_2^2 + q_3^2 = 1\). Further, we can rewrite \(\dot{V}_R\).

\[
\dot{V}_R = \frac{\lambda}{2} tr (R_e R_e - I) = 2\lambda \left((q_0^2 - q_1^2 - q_2^2 - q_3^2)^2 - 1\right),
\]

where the second equality follows from quaternion multiplication. Since \(z\) has unit norm, we can write

\[
\dot{V}_R = 2\lambda \left((2q_0^2 - 1)^2 - 1\right) = 8\lambda q_0^2 \left(q_0^2 - 1\right),
\]

\[
= -\frac{1}{2} |\langle P_a(R_e) \rangle| \leq 0.
\]

Further, we note \(q_0^2 = 0\) if and only if \(\text{tr}(R_e) = -1\), which corresponds to the global maximum of \(V_R\).
Let us assume our trajectory does not start at this point, i.e., there exists some $\epsilon > 0$ such that $4 \geq V_R(0) + \epsilon$. Then, since $\dot{V}_R \leq 0$,

$$q_0^2(t) = 1 - \frac{1}{4} V_R(t) \geq 1 - \frac{1}{4} V_R(0) > \frac{3}{4} > 0.$$  

Thus, for all $t \geq 0$, we have

$$\dot{V}_R \leq -\alpha V_R,$$

for $\alpha = \frac{1}{2} \lambda \epsilon > 0$. Thus, almost all trajectories on $\sigma = 0$ converge exponentially to the desired equilibrium.

Thus, we can conclude that almost all trajectories satisfying $s = 0$ will exponentially converge to tracking the desired position $x_d$ and orientation $R_d$.

We further note that $s$ can be interpreted as a “velocity error,” since we can write

$$s = \dot{q} - \dot{q}_r,$$

where $\dot{q}_r$ is a “reference velocity” which augments the desired velocity $\dot{q}_d$ with an additional term based on the pose error,

$$\dot{q}_r = \begin{bmatrix} \dot{x}_d - \lambda \dot{x} \\ \omega_d - \lambda R_d \mathbf{p}_a(Rv) \end{bmatrix}. $$

### C. Decentralized Adaptive Trajectory Control

We now return to Problem 1, decentralized adaptive control of a common payload. We consider the Lagrangian dynamics

$$\begin{align*}
\dot{H}(q)q + C(q, \dot{q}) + g &= \sum_{i=1}^{N} M_i(q) \tau_i, \\
\end{align*}$$

which, as shown previously, hold for collaborative manipulation tasks on both $SE(2)$ and $SE(3)$. We note that while the manipulation dynamics do not include a term $g$, which models conservative forces such as gravity, we include it here for completeness, and to conform to the traditional “manipulator equation.”

Let us consider a Lyapunov-like function candidate

$$V(t) = \frac{1}{2} \left[ s^T \hat{H} s + \sum_{i=1}^{N} \hat{o}_i^T \Gamma^{-1}_o \hat{o}_i + \hat{r}_i^T \Gamma^{-1}_r \dot{r}_i \right],$$

where $\hat{o}_i = \dot{o}_i - o_i$ is a parameter estimation error for agent $i$, with $o_i$ being a vector of physical constants that define the payload’s dynamics, and $\hat{r}_i$ being agent $i$’s estimate of these parameters. Similarly, we let $\hat{r}_i$ be the difference between the vector $r_i$ from the measurement point to agent $i$, and the agent’s estimate $\dot{r}_i$. We further let $\hat{r}_i$ and $\hat{r}_i$ be positive definite matrices which correspond to adaptation gains.

Differentiating $V$ yields

$$\dot{V}(t) = s^T \hat{H} s + \frac{1}{2} s^T \ddot{H} s + \sum_{i=1}^{N} \hat{o}_i^T \Gamma^{-1}_o \ddot{o}_i + \hat{r}_i^T \Gamma^{-1}_r \ddot{r}_i,$$

using the fact that the parameter error derivatives $\dot{o}_i, \ddot{o}_i$ are equal to the parameter estimate derivatives $\hat{o}_i, \ddot{r}_i$, since the true parameter values are constant.

Further, since we can write $\dot{s} = \ddot{q} - \ddot{q}_r$, we can expand the term

$$s^T \hat{H} s = s^T \hat{H} (\ddot{q} - \ddot{q}_r),$$

$$= s^T \left( \sum_{i=1}^{N} M_i \tau_i - C \ddot{q} - \hat{r}_d \right),$$

using the system dynamics (10) to substitute for $Hq$ and the fact that $\ddot{q} = s + \ddot{q}_r$.

Further, since the system is over-actuated, meaning it has many more control inputs than degrees of freedom, there exist many sets of control inputs $\tau_i$ which produce the same object dynamics. Thus, it is sufficient for each agent to take some portion of the control effort, which, combined, enables tracking of the desired trajectory. To this end, let us introduce a set of $N$ positive constants $\alpha_i$, with $\sum_{i=1}^{N} \alpha_i = 1$; a natural choice is $\alpha_i = \frac{1}{N}$, which we use throughout the paper.

Using these constants, we can further exploit an important property of this system, linear parameterizability. Importantly, for the control tasks considered in this work, the physical parameters to be estimated appear only linearly in the dynamics. Thus, we can define a known regressor matrix $Y_o(q, \dot{q}, \ddot{q}, \ddot{r})$, such that

$$\alpha_i (H(q)q_r + C(q, \dot{q})q_r + G) = Y_o(q, \dot{q}, \ddot{q}, \ddot{r}) o_i,$$

where $o_i = \alpha_i o$ is a vector of the object’s physical parameters, $o$, such as mass or moments of inertia, scaled by $\alpha_i$. We further note that

$$\sum_{i=1}^{N} Y_o o_i = \sum_{i=1}^{N} \alpha_i (Hq_r + C\ddot{q}_r + \ddot{r}) = Hq_r + C\ddot{q}_r + \ddot{r}.$$  

In short, the constants $\alpha_i$ are a mathematical convenience used to allocate control effort among the agents. Since they now seek to estimate the scaled physical parameters $o_i$, the constants need not be known a priori. Recalling the analogy between our proposed controller and quorum sensing [37], we can interpret these constants as akin to coupling weights between the agents.

Using this regressor, we can write

$$\dot{V}(t) = \sum_{i=1}^{N} s^T (M_i \tau_i - Y_o o_i) + \frac{1}{2} s^T \left( \ddot{H} - 2C \right) s + \hat{o}_i^T \Gamma^{-1}_o \ddot{o}_i + \hat{r}_i^T \Gamma^{-1}_r \dot{r}_i.$$

Note the composite error $s$ discussed here is closely related to the “sliding variable” commonly used in sliding mode control [41, Ch. 7], since, when we constrain $s = 0$, the reduced-order system dynamics converge exponentially to tracking. However, the controller (13) proposed in the following discussion is not, in fact, a sliding mode controller because it does not include the discontinuous term typically used to guarantee finite-time convergence to $s = 0$; we show the proposed controller instead exhibits asymptotic tracking.
As noted previously, \( \dot{H} - 2C \) is skew-symmetric, thus its quadratic form is equal to zero for any vector \( s \).

We will now outline the proposed control and adaptation laws. Let

\[
\tau_i = \hat{M}_i^{-1} \dot{F}_i, \quad (13)
\]

where \( \hat{M}_i(\hat{r}_i)^{-1} \) is the inverse of a grasp matrix in \( \mathcal{M} \) with a moment arm of \( \hat{r}_i \), and

\[
\dot{F}_i = \bar{Y}_g \hat{r}_i - K_D s, \quad (14)
\]

where \( K_D \) is some positive definite matrix. Intuitively, the term \( F_i \) combines a feedforward term using the estimated object dynamics with a simple PD term, \(-K_D s\).

This control law alone would lead to successful tracking of the system trajectories converging to the desired trajectory. Many variations and extensions of [35] have been proposed. For instance, [43] demonstrated that an additional term could be added to the Lyapunov-like function of [35] to show that the desired trajectory and true parameters are stable in the sense of Lyapunov.

Consider the control laws (13)-(14), and the adaptation laws (15)-(16). Under the proposed adaptive controller, all closed-loop signals remain bounded, and the system converges to the desired trajectory from almost all initial conditions.

**Theorem 2.** Consider the control laws (13)-(14), and the adaptation laws (15)-(16). Under the proposed adaptive controller, all closed-loop signals remain bounded, and the system converges to the desired trajectory from almost all initial conditions.

**Proof.** Substituting these control and adaptation laws into the previous expression (12) of \( \dot{V}(t) \) yields

\[
\dot{V}(t) = \sum_{i=1}^{N} s^T \left( F_i + Y_g \hat{r}_i - Y_o \hat{o}_i \right)
+ \hat{o}_i^T \Gamma_o^{-1} \hat{o}_i + \hat{r}_i^T \Gamma_r^{-1} \hat{r}_i,
= \sum_{i=1}^{N} -s^T K_D s + \hat{o}_i^T (Y_o \hat{o}_i + \Gamma_o^{-1} \hat{o}_i)
+ \hat{r}_i^T (Y_g \hat{r}_i + \Gamma_r^{-1} \hat{r}_i),
\]

which, upon substituting the adaptation laws (15)-(16), yields

\[
\dot{V}(t) = N (-s^T K_D s) \leq 0. \quad (17)
\]

As shown in Section VI-B, when \( s = 0 \), almost all trajectories converge exponentially to tracking the desired trajectory. Thus, if we have \( s \to 0 \), this is sufficient to show the body tracks the desired trajectory asymptotically. To this end, we now show that \( \dot{V}(t) \to 0 \) as \( t \to \infty \), since from (17) it is apparent that this is sufficient for \( s \to 0 \).

To do this, we again invoke Barbalat’s Lemma [41, Chapter 4.5], which states that \( \dot{V} \to 0 \) if \( V \) has a finite limit, and \( V \) is uniformly continuous. From (17), we see that \( V \) has a finite limit; thus, we show \( \dot{V} \) is bounded.

From the expression of \( \dot{V} = -2N (s^T K_D s) \), we have \( \dot{V} \) is bounded if \( s, \hat{s} \) are bounded. Since \( \dot{V} \leq 0 \), and \( V \) is lower-bounded, we have that \( V \) is bounded, which implies \( s, \hat{o}_i, \hat{r}_i \) are bounded for all \( i \).

Further, we can write

\[
H \hat{s} = H(\bar{q} - \bar{q}_r),
= \sum_{i=1}^{N} (F_i + Y_g \hat{r}_i - Y_o \hat{o}_i - C \hat{s})
= \sum_{i=1}^{N} (Y_o \hat{o}_i + Y_g \hat{r}_i) - (NK_D + C) \hat{s},
\]

noting that all signals on the right-hand side are bounded (since the desired trajectory \( q_d \) and its derivatives are bounded by design). Finally, since \( H \) is positive definite, we know \( H^{-1} \) exists, which implies that \( \hat{s} \) is bounded.

Thus, we have shown all signals are bounded. Further, since \( s \to 0 \) as \( t \to \infty \), then, except for the singularity \( \text{tr}(R_x(0)) \neq -1 \), we have \( \hat{s}, \bar{x} \to 0, R_x \to I \) in the limit, which completes the proof.

Similarly to [35], Theorem 2 shows boundedness of all closed-loop signals and almost-global asymptotic convergence to the desired trajectory. Many variations and extensions of [35] have been proposed. For instance, [43] demonstrated that an additional term could be added to the Lyapunov-like function of [35] to show that the desired trajectory and true parameters are stable in the sense of Lyapunov. However, this result relied on the particular linear structure of the composite error \( s \) which does not hold in our case.

**D. Lack of Persistent Excitation**

While we have shown that under the proposed controller, the tracking errors approach zero in the limit, we have not reasoned about the asymptotic behavior of the parameter errors \( \hat{o}_i, \hat{r}_i \). While these signals must remain bounded, it is unclear under what conditions the parameter estimates converge to their true values.

For most (centralized) adaptive controllers, a condition termed “persistent excitation” is sufficient to show the parameter errors are driven to zero asymptotically.
Definition 2 (Persistent Excitation). Consider \( \mathbf{W}(t) \in \mathbb{R}^{m \times n} \), a matrix-valued, time-varying signal. We say \( \mathbf{W}(t) \) is persistently exciting if, for all \( t > 0 \), there exist \( \gamma, T > 0 \) such that
\[
\frac{1}{T} \int_{t}^{t+T} \mathbf{W}(\tau)^T \mathbf{W}(\tau) d\tau > \mathbf{\gamma} \mathbf{I}.
\]

Let us first consider the case of single-agent manipulation, i.e., the case where \( N = 1 \). Further, let us define \( \mathbf{Y}_1 = [\mathbf{Y}_o, \mathbf{Y}_r] \), and \( \tilde{\mathbf{a}}_1 = [\tilde{\mathbf{o}}_1^T, \tilde{\mathbf{r}}_1^T]^T \), meaning we stack the parameter errors row-wise, and their respective regressors column-wise.

In this case, we can again write the closed-loop dynamics as
\[
\mathbf{H} \mathbf{s} + (\mathbf{C} + \mathbf{K}_I) \mathbf{s} = \mathbf{Y}_1 \tilde{\mathbf{a}}_1,
\]
which, since we know \( \mathbf{s}, \dot{s} \to 0 \) in the limit, implies that \( \tilde{\mathbf{a}}_1 \) converges to the nullspace \( \mathcal{N}(\mathbf{Y}_1) \) of \( \mathbf{Y}_1 \); this does not, however, imply that \( \mathbf{a}_1 \to 0 \).

Instead, it is sufficient to require that the matrix \( \mathbf{Y}_{1,d}(t) \) is persistently exciting [44], where \( \mathbf{Y}_{1,d}(t) = \mathbf{Y}_1(\mathbf{q}_d, \mathbf{\dot{q}}_d, \mathbf{\ddot{q}}_d, \mathbf{\dddot{q}}_d) \). However, while there exist simple conditions on the reference signal to guarantee persistent excitation for linear, time-invariant systems, to date, such simple conditions do not exist for nonlinear systems. In practice, however, reference signals with a large amount of frequency content are typically used to achieve persistent excitation.

We now turn to the multi-agent case. Let us define \( \mathbf{Y}_N = [\mathbf{Y}_o, \mathbf{Y}_r, \ldots, \mathbf{Y}_o, \mathbf{Y}_r] \) and \( \tilde{\mathbf{a}}_N = [\tilde{\mathbf{o}}_N^T, \tilde{\mathbf{r}}_N^T]^T \), i.e., we stack \( \mathcal{F} \) sets of the regressors \( \mathbf{Y}_o, \mathbf{Y}_r \) column-wise, and append all \( \mathcal{F} \) sets of parameter errors row-wise. This allows us to again write the closed-loop dynamics as
\[
\mathbf{H} \mathbf{s} + (\mathbf{C} + \mathbf{K}_D) \mathbf{s} = \mathbf{Y}_N \tilde{\mathbf{a}}_N.
\]

Thus, to ensure that all parameter errors \( \tilde{\mathbf{a}}_1 \) converge to zero, we hope to find conditions under which \( \mathbf{Y}_{N,d}(\mathbf{q}_d, \dot{\mathbf{q}}_d, \ddot{\mathbf{q}}_d, \dddot{\mathbf{q}}_d) \) is persistently exciting. Thus, for all \( t > 0 \), we require that there exist \( T, \gamma > 0 \) such that
\[
\int_{t}^{t+T} \mathbf{Y}_{N,d}^T(\tau) \mathbf{Y}_{N,d}(\tau) d\tau \geq \mathbf{\gamma} \mathbf{I}.
\]

However, examining the structure of the inner product \( \mathbf{Y}_{N,d}^T \mathbf{Y}_{N,d} \) reveals
\[
\mathbf{Y}_{N,d}^T(t) \mathbf{Y}_{N,d}(t) = \begin{bmatrix}
\mathbf{Y}_o^T \mathbf{Y}_o & \mathbf{Y}_o^T \mathbf{Y}_r & \cdots & \mathbf{Y}_o^T \mathbf{Y}_r \\
\mathbf{Y}_o^T \mathbf{Y}_r & \mathbf{Y}_r^T \mathbf{Y}_r & \cdots & \mathbf{Y}_r^T \mathbf{Y}_r \\
\vdots & \vdots & \ddots & \vdots \\
\mathbf{Y}_r^T \mathbf{Y}_o & \mathbf{Y}_r^T \mathbf{Y}_r & \cdots & \mathbf{Y}_r^T \mathbf{Y}_r
\end{bmatrix},
\]
which we note has the same two (block) rows repeated \( \mathcal{F} \) times. Further, we note the integral
\[
\int_{t}^{t+T} \mathbf{Y}_{N,d}^T(\tau) \mathbf{Y}_{N,d}(\tau) d\tau
\]
will have the same block structure, meaning the integrated matrix must be rank deficient.

Thus, regardless of the reference signal \( \mathbf{q}_d \), \( \mathbf{Y}_{N,d} \) cannot be persistently exciting; therefore we can make no claim on the asymptotic behavior of the individual parameter errors \( \tilde{\mathbf{a}}_i \), except that they remain bounded, and their derivative \( \tilde{\mathbf{a}}_i \) converges to zero.

However, we can also write the closed-loop dynamics as
\[
\mathbf{H}(\mathbf{q}) \mathbf{s} + (\mathbf{C} + \mathbf{K}_D) \mathbf{s} = \sum_{i=1}^{N} \mathbf{Y}_i \tilde{\mathbf{a}}_i,
\]
which implies, if \( \mathbf{Y}_1 \) is persistently exciting, that the average parameter error \( \frac{1}{N} \sum_{i=1}^{N} \tilde{\mathbf{a}}_i \) converges to zero.

Thus, we can interpret the lack of a persistently exciting signal \( \mathbf{q}_d \) as a reflection of the redundancy inherent in the system; since there exists a subspace of individual wrenches \( \tau \), which produce the same total wrench \( \tau \) on the body, even a signal which would be persistently exciting for a single agent can only guarantee that the average parameter error vanishes.

Interestingly, this is in many ways dual to the results in [45], wherein the authors consider the problem of adaptive control for cloud-based robots. In this case, the authors have a large number of decoupled, but identical, manipulators, which they aim to control adaptively using a shared parameter estimate. The authors find that parameter convergence is guaranteed if the sum of the regressor matrices is persistently exciting, a much weaker condition than any single robot executing a persistently exciting trajectory. On the other hand, in this setting, we have a single physical system which is controlled collaboratively by many robots using individual parameter estimates; we find that in this case persistent excitation requires not just a stronger condition on \( \mathbf{q}_d \), but is in fact impossible to achieve.

E. Friction and Dissipative Dynamics

Finally, in some systems (such as the planar manipulation task), there are non-conservative forces which act on the payload due to effects such as friction. The simplest model treats these forces as an additive body-frame disturbance \( \mathbf{D}(\mathbf{q})/\mathbf{I} \) which is linear in the velocity of the measurement point, where \( \mathbf{D}(\mathbf{q}) = \mathbf{R} \mathbf{A}_D \mathbf{R}^T \), for a constant positive semidefinite matrix of friction coefficients \( \mathbf{A}_D \). It can be easily verified that such a model is appropriate for viscous sliding friction.

This friction can be compensated quite easily using an additional term in the control law, namely
\[
\mathbf{F}_f = \mathbf{Y}_o \mathbf{\dot{a}}_i + \mathbf{Y}_f \mathbf{\ddot{a}}_i - \mathbf{K}_D \mathbf{s},
\]
where \( Y_f(q, q_r) \eta_i = \alpha_i D(q) \eta_r \). If we additionally use the adaptation law

\[
\hat{\eta}_i = -\Gamma_f Y_f^T(q, \eta_r)s,
\]

with positive definite \( \Gamma_f \), one can show this results in

\[
\dot{V} = -s^T (NK_D + D(q)) s,
\]

recalling that \( Ds = D\dot{q} - \dot{D}q \). Thus, in effect, we have increased the PD gain with an additional positive semidefinite term \( D(q) \), yielding a higher “effective” \( K_D \) matrix without increasing the gains directly.

However, since such an expression is not obtainable in general, e.g. in the case of Coulomb friction, we turn instead to the case when frictional forces are modeled as being applied at the attachment point of each agent. In this case, the frictional forces are also pre-multiplied by the grasp matrices, resulting in the dynamics

\[
\dot{q} = \Gamma_f Y_f^T(q, \eta_r) s,
\]

which again adds a positive definite term \( M_iDM_i^T \) to \( \dot{V} \), using the viscous friction applied at each point. We note that the Coulomb friction must be cancelled exactly, due to the presence of unknown parameters (namely \( r_i \)) in the \( \text{sgn}(\cdot) \) nonlinearity.

### VI. Simulation Results

We simulated the performance of the proposed controller for a collaborative manipulation task in \( SE(3) \) to verify the previous theoretical results. To this end, we constructed a simulation scenario where a group of \( N = 6 \) space robots are controlling a large, cylindrical rigid body (such as a rocket body) to track a desired periodic trajectory \( q_d(t) \).

Table I lists the parameters used in the simulation, along with their values. The payload was a cylinder with a height of 1.5 m and radius 0.5 m. The agents were placed symmetrically along the principal axes of the body, with the measurement point \( r_s \) colocated with the first agent, \( r_1 \), replicating the scenario when one agent broadcasts its measurements to the group. The reference trajectory \( q_d \) had desired linear and angular rates \( \eta_d \) which were sums of sinusoids, e.g.

\[
v_{x,n} = \sum_{i=1}^{n_f} \alpha_i \cos(\omega_i t),
\]

with the number of frequencies \( n_f = 5 \). The desired pose \( q_d \) started from an initial state \( q_d(0) \) and forward-integrated the dynamics according to the desired velocity.

The simulations were implemented in Julia 1.1.0. All continuous dynamics were discretized and numerically integrated using Heun’s method [46], a two-stage Runge-Kutta method, using a step size of \( h = 1 \times 10^{-2} \) s. All forward integration steps involving rotation matrices were implemented using the exponential map

\[
\dot{R}_{t+h} = \exp(h\omega^\times) R_t,
\]

which ensures that \( R \) remains in \( SO(3) \) for all time. Since the proposed adaptation laws are designed for continuous-time systems, we modify them by adding a deadband in which no adaptation will occur. For all simulations, we stop adaptation when \( \|s\|_2 \leq 0.01 \). This technique is well-studied, and is commonly used to improve the robustness of adaptive controllers to unmodeled dynamics.

The physical parameters of the rigid body are given in Table I. The gain matrix \( \Gamma_f \) was set to \( 0.3s + \text{diag}([a_0] + 0.01) \), where, for a vector \( v \in \mathbb{R}^n \), \( \text{diag}(v) \) returns the matrix in \( \mathbb{R}^{n \times n} \) with \( v \) on its diagonal, and zeros everywhere else. We place the correct parameters on

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( m )</td>
<td>( 1.89 \times 10^4 ) kg</td>
</tr>
<tr>
<td>( I_{xx} )</td>
<td>( 1.54 \times 10^4 ) kg m²</td>
</tr>
<tr>
<td>( I_{yy} )</td>
<td>( 1.54 \times 10^4 ) kg m²</td>
</tr>
<tr>
<td>( I_{zz} )</td>
<td>( 2.37 \times 10^3 ) kg m²</td>
</tr>
<tr>
<td>( r_0 )</td>
<td>([0, 0, 1.5]) m</td>
</tr>
<tr>
<td>( r_1 )</td>
<td>([0, 0, 1.5]) m</td>
</tr>
<tr>
<td>( r_2 )</td>
<td>([0, 0, -1.5]) m</td>
</tr>
<tr>
<td>( r_3 )</td>
<td>([0.5, 0, 0]) m</td>
</tr>
<tr>
<td>( r_4 )</td>
<td>([-0.5, 0, 0]) m</td>
</tr>
<tr>
<td>( r_5 )</td>
<td>([0.5, 0, 0]) m</td>
</tr>
<tr>
<td>( r_6 )</td>
<td>([-0.5, 0, 0]) m</td>
</tr>
</tbody>
</table>

### VII. Simulation Results

We simulated the performance of the proposed controller for a collaborative manipulation task in \( SE(3) \) to verify the previous theoretical results. To this end, we constructed a simulation scenario where a group of \( N = 6 \) space robots are controlling a large, cylindrical rigid body (such as a rocket body) to track a desired periodic trajectory \( q_d(t) \).

Table I lists the parameters used in the simulation, along with their values. The payload was a cylinder with a height of 1.5 m and radius 0.5 m. The agents were placed symmetrically along the principal axes of the body, with the measurement point \( r_s \) colocated with the first agent, \( r_1 \), replicating the scenario when one agent broadcasts its measurements to the group. The reference trajectory \( q_d \) had desired linear and angular rates \( \eta_d \) which were sums of sinusoids, e.g.

\[
v_{x,n} = \sum_{i=1}^{n_f} \alpha_i \cos(\omega_i t),
\]

with the number of frequencies \( n_f = 5 \). The desired pose \( q_d \) started from an initial state \( q_d(0) \) and forward-integrated the dynamics according to the desired velocity.

The simulations were implemented in Julia 1.1.0. All continuous dynamics were discretized and numerically integrated using Heun’s method [46], a two-stage Runge-Kutta method, using a step size of \( h = 1 \times 10^{-2} \) s. All forward integration steps involving rotation matrices were implemented using the exponential map

\[
\dot{R}_{t+h} = \exp(h\omega^\times) R_t,
\]

which ensures that \( R \) remains in \( SO(3) \) for all time. Since the proposed adaptation laws are designed for continuous-time systems, we modify them by adding a deadband in which no adaptation will occur. For all simulations, we stop adaptation when \( \|s\|_2 \leq 0.01 \). This technique is well-studied, and is commonly used to improve the robustness of adaptive controllers to unmodeled dynamics.

The physical parameters of the rigid body are given in Table I. The gain matrix \( \Gamma_f \) was set to \( 0.3s + \text{diag}([a_0] + 0.01) \), where, for a vector \( v \in \mathbb{R}^n \), \( \text{diag}(v) \) returns the matrix in \( \mathbb{R}^{n \times n} \) with \( v \) on its diagonal, and zeros everywhere else. We place the correct parameters on
against some simple baselines; namely, we studied the
do not converge to zero, which matches intuition due to
week, the agents implement a PD controller by setting their parameter estimates \( \hat{\alpha}_i, \hat{\beta}_i \) to zero for all time. We note the error does not converge to zero, and tracking performance is generally poor.

controller’s performance when agents only adapt to the common object parameters \( \alpha_i \), as studied in [31], [32], and in the case of no adaptation, which reduces to the case of a simple PD controller, since all parameter values are initialized to zero. The error signals for both cases are plotted in Figure 3. In the first case \( (\Gamma_r = 0) \), we can see that that controller performance greatly suffers due to the inaccurate moment arm estimates. Specifically, in this case, the composite error \( s \neq 0 \); even over a very long time horizon, we found the error never vanishes.

This behavior is as expected, since when the moment arm estimates are poor, there is a large, unmodelled coupling between the rotational and translational dynamics which controller cannot compensate. In the second case, we plot the performance which results from only using the PD term in the control law (14), to demonstrate the value of the proposed adaptation routine. We can clearly see that the PD term alone is unable to send the composite error \( s \) to zero; thus the proposed adaptation is essential to ensure that the tracking error vanishes.

We were also interested in how the controller performs in the case of single-agent failure (i.e., if one or more agents are deactivated at some time \( t_d \) during the manipulation task). We note that this is an instantaneous shift in the system parameters (since new \( \alpha_i \) must be chosen such that the constants still sum to one). This is, in turn, equivalent to restarting the controller with new system parameters \( \alpha_i \), and a different initial condition; thus the

Figure 2 plots the error signals and Lyapunov-like function value over the course of the simulation. We can see that the composite error quickly converges to zero. We also notice the rotation error converges to zero, implying \( \mathbf{R} \rightarrow \mathbf{R}_d \), as expected. We can further see that the Lyapunov-like function \( V(t) \) is strictly decreasing (implying \( \dot{V}(t) \leq 0 \)), and converges to a constant, non-zero value. This implies that the parameter errors \( \tilde{o}_i, \tilde{r}_i \) do not converge to zero, which matches intuition due to the lack of a persistently exciting signal, as shown in Section VI-D.

We further compared the controller’s performance against some simple baselines; namely, we studied the

\[
\mathbf{R} = \frac{\mathbf{I}}{2} \begin{pmatrix} 0 & 1 & 0 \\ -1 & 0 & 0 \\ 0 & 0 & 1 \end{pmatrix}.
\]

For \( \Gamma_r \), we use \( 10^{-3} \cdot \mathbf{I} \). Finally, we let \( \lambda = 1.5 \), and \( \mathbf{K}_D = \text{diag}(\mathbf{K}_P, \mathbf{K}_M) \), where \( \mathbf{K}_P = 5 \times 10^4 \cdot \mathbf{I} \), and \( \mathbf{K}_M = 5 \times 10^3 \cdot \mathbf{I} \). The initial parameter estimates \( \hat{o}_i, \hat{r}_i \) were drawn from zero-mean multivariate Gaussian distributions with variances of \( \Sigma_o = \mathbf{I} \) and \( \Sigma_r = 2 \mathbf{I} \), respectively. Source code of the simulation is publicly available here.

The gain diagonal to scale the adaptation gains correctly, since the parameters range in magnitude from \( 10^{-1} \) to \( 10^4 \). For \( \Gamma_r \), we use \( 10^{-3} \cdot \mathbf{I} \). Finally, we let \( \lambda = 1.5 \), and

\[
\mathbf{K}_D = \text{diag}(\mathbf{K}_P, \mathbf{K}_M), \quad \mathbf{K}_P = 5 \times 10^4 \cdot \mathbf{I}, \quad \mathbf{K}_M = 5 \times 10^3 \cdot \mathbf{I}.
\]

The initial parameter estimates \( \hat{o}_i, \hat{r}_i \) were drawn from zero-mean multivariate Gaussian distributions with variances of \( \Sigma_o = \mathbf{I} \) and \( \Sigma_r = 2 \mathbf{I} \), respectively. Source code of the simulation is publicly available here.

Figure 2 plots the error signals and Lyapunov-like function value over the course of the simulation. We can see that the composite error quickly converges to zero. We also notice the rotation error converges to zero, implying \( \mathbf{R} \rightarrow \mathbf{R}_d \), as expected. We can further see that the Lyapunov-like function \( V(t) \) is strictly decreasing (implying \( \dot{V}(t) \leq 0 \)), and converges to a constant, non-zero value. This implies that the parameter errors \( \tilde{o}_i, \tilde{r}_i \) do not converge to zero, which matches intuition due to the lack of a persistently exciting signal, as shown in Section VI-D.

We further compared the controller’s performance against some simple baselines; namely, we studied the
boundedness and convergence results still hold. Figure 4 plots the system behavior in the case that three agents (half the manipulation team) are deactivated at $t_d=30$ s. As expected, when the agents are dropped, we see a discontinuity in the Lyapunov-like function $V(t)$, due to the parameter change, and a slight jump in the composite error $s_i$. However, the remaining three agents are still able to regain tracking, as expected.

Finally, as shown recently in [47], [48], the parameter error terms in the Lyapunov-like function (11), $\hat{\alpha}_i^T \Gamma_i^{-1} \alpha_i$, can be generalized by instead using the Bregman divergence $d_\psi(\Gamma_i \alpha_i \parallel \Gamma_i \hat{\alpha}_i)$, where, for some strictly convex function $\psi$, we write the Bregman divergence as

$$d_\psi(x \parallel y) = \psi(y) - \psi(x) - (y - x)^T \nabla \psi(x).$$

If we use the adaptation law

$$\hat{\alpha}_i = -\Gamma_i^{-1} (\nabla^2 \psi(\Gamma_i \hat{\alpha}_i))^{-1} \Gamma_i^{-1} Y_i s_i,$$

we can easily reproduce the boundedness and convergence results shown previously. In fact, one can show the usual quadratic penalty is simply a Bregman divergence for $\psi(x) = \|x\|_1$, the $\ell_1$ norm. In [49], the authors show the $\ell_1$ norm leads to sparse solutions, meaning the parameter estimates converge to vectors which can achieve tracking with few non-zero values.

For this experiment, we increased the number of agents to $N=100$ to exaggerate the overparameterization of the system. While the tracking performance and transient error were quite similar for both regularization strategies, they give rise to quite different estimates of the object parameters. Figure 6 plots histograms of the estimated parameters under both the $\ell_1$ norm and $\ell_2$ norm divergences. Here the parameters are scaled so all values are on the same order. We can indeed see the $\ell_1$ solution is much sparser, with many values equal to zero, and with more outliers than the $\ell_2$ case.

Figure 6 shows a visualization of the estimated parameters. We can again see that the $\ell_1$ solution is quite sparse, with many entries equal to zero, in addition to the few outliers which are have relatively large values. In contrast, the $\ell_2$ solution shows a “banded” structure that implies agreement between agents, where all agents arrive at parameter estimates that are somewhat small in magnitude, and roughly equal across agents.

Again, while these experiments are quite cursory, they demonstrate that, due to the overparameterization of the system, we can design various forms of regularization to express preferences about which parameter estimates, among those that achieve tracking, are desirable. The question of how various regularization terms affect the system’s robustness to noise, or the overall control effort, could prove interesting directions for future research.
VIII. EXPERIMENTAL RESULTS

We further studied the performance of the proposed controller experimentally, using a group of $N = 6$ ground robots performing a manipulation task in the plane. Figure 7 shows one of the robots used in this experiment, a Ouijabot [50], which is a holonomic ground robot designed specifically for collaborative manipulation. The robots were equipped with current sensors on each motor, which allows them to estimate and control the wrench they are applying to a payload. Specifically, the robots used a low-level PID controller to generate motor torques, based on the desired wrench set by the higher-level adaptive controller, with feedback from the current sensors. They are also equipped with a Raspberry Pi 3B+, which allows them to perform onboard computation, as well as receive state measurements via ROS. The robots did not use any other communication capabilities.

Figure 8 shows the payload which the robots manipulated, which was an asymmetric wood piece that weighed roughly 5.5 kg, which was too heavy for any individual agent to move. The robots were rigidly attached to the piece, which remained roughly 4 cm from the ground. As seen in the figure, the measurement point $r_p$ coincided with one of the robots, and was located quite far from the center of mass, resulting in long moment arms $r_i$ as well as non-negligible coupling between the rotational and translational dynamics. The robots received position measurements from this point using Optitrack, a motion capture system; the velocity measurements were computed by numerically differentiating the position measurements. All signals were passed through a first-order filter to reduce the effects of measurement noise.

Figure 9 plots the results of the experimental study. The desired trajectory $q_d$ of the measurement point corresponded to a “figure-8” in the plane, with the desired rotation $\theta_d$ oscillating between $-\frac{\pi}{4}$ and $\frac{\pi}{4}$ at successive waypoints. The experiment included 25 trials of the manipulation task, with all initial parameter estimates set to zero. Figure 9a plots the composite error norm, averaged over the 25 trials, with the deadband of $0.2,
under which adaptation was stopped, plotted as a dotted line. We can see that the controller converges to be within the deadband in about 45 seconds. Figure 9c shows the ground track of all trials, with the reference shown in orange, and baseline (PD) response shown in green. We note the agents typically overshoot the first turn (top right), and then converge to reasonable tracking, although it proved difficult to achieve perfect tracking through all turns. Figure 9d plots the heading of the body, averaged over all trials; shaded is the maximum and minimum heading value at each time. We again note the controller achieves reasonable tracking after a short transient, which improves over the trial; the PD controller alone gave nearly no response.

We note this experiment introduced considerable sources of modelling error which were not parameterized by the adaptive controller. Specifically, the wrenches computed by the high-level controller were only set-points for a low-level PID controller. Further, while the control law included terms for both viscous and Coulomb friction, as outlined in Section VI-E, this of course did not capture the complex frictional relationship between the robot wheels and foam floor of the experimental space, which depended on wheel speed, direction, etc. Finally, all control signals were subject to time delays, discretization error, and measurement noise. We found our controllers (which were implemented as ROS nodes) ran at a frequency of 20 Hz.

**IX. Concluding Remarks**

This work has focused on the problem of collaborative manipulation without knowledge of payload parameters or centralized control. To this end, we proposed a feedback control architecture on $SE(3)$, together with a distributed adaptation law, which enabled the agents to gradually adapt to the unknown object parameters to track a desired trajectory. We further provided a Lyapunov-like proof of the asymptotic convergence of the system to the reference trajectory under our proposed controller, and studied its performance for practical manipulation tasks using both numerical simulations and hardware experiments.

There exist numerous directions for future work. An important open question is how to incorporate actuation
constraints, such as saturation, into the proposed control framework. In fact, tight actuation constraints typically are a strong motivation for collaborative manipulation, but in this work we assume the agents may apply any desired force and torque to the object. This is because, in general, it is quite difficult to incorporate saturation into adaptive control design. While our hardware experiments demonstrate that the proposed controller can achieve good performance despite these unmodelled actuation constraints, handling these theoretically remains an important open problem.

Another interesting direction is to understand more clearly the connections between this work, and other distributed control architectures such as quorum sensing or the control of networked systems. As mentioned previously, studying the effect of different regularization strategies, or of using higher-order adaptation laws, on the overall system performance could also prove valuable. Further, while the proposed controller is robust to slow changes in the object’s mass and geometric properties, another interesting direction would be to study how and if the proposed architecture can be extended to the manipulation of articulated or flexible bodies. Finally, while we assume the agents travel through free space, we are quite interested in enabling distributed manipulation in the presence of obstacles, and studying how agents can coordinate themselves through object motion to avoid obstacles they cannot directly observe.
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APPENDIX

Here we demonstrate some properties of $H$, $C$, and their derivatives, which we use to prove Theorem 2. These properties are well-known for general Lagrangian equations of motion [41, Chapter 9]; here we prove them for our choices of $H$, $C$.

Lemma 1. $H(q)$, as given in (6), is positive definite.

Proof. For a block matrix of the form

$$M = \begin{bmatrix} A & B \\ C & 0 \end{bmatrix},$$

using the properties of the Schur complement [51], we can say $M \succ 0$ if and only if $A \succ 0$ and $S := C - B^T A^{-1} B \succ 0$. Thus, since $m I \succ 0$ by inspection, $H \succ 0$ if and only if $S = R L_p R^T + m(R(p)^x × (R(p)^x × 0).$

We can further use the fact that for $v \in \mathbb{R}^3$,

$$v^T v = vv^T - (v^T v) I,$$

to write

$$S = R \left( I_{cm} \pm m (R(p)^T - R(p)^T _p) \right) R^T,$$

so we have $S \succ 0$, since $I_{cm} \succ 0$ for bodies of finite size. Thus, we conclude $H \succ 0$.

Lemma 2. $H - 2C$ is skew symmetric.

Proof. $H$ is given by

$$H = \begin{bmatrix} 0_3 & A - A^T \\ A^T - A & \omega^T R p R^T - R l_p R \omega^x \end{bmatrix},$$

where $A = m \omega^x × (R(p)^x ×$, and using the fact $R = \omega^x R$. Further,

$$H - 2C = \begin{bmatrix} 0_3 & -B \\ B & D \end{bmatrix},$$

where $B = B^T = A + A^T$ and $D = -\omega^x R l_p R T - R l_p R \omega^x - m((R(p)^x × x)^x ×$. We can see $H - 2C$ is skew-symmetric, since $D$ is skew-symmetric, and the off-diagonal blocks are symmetric and of opposite sign.
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